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Integration of Renewable Energy into Present and Future Energy Systems Chapter 8

Executive Summary

To achieve higher renewable energy (RE) shares than the low levels typically found in present energy supply 
systems will require additional integration efforts starting now and continuing over the longer term. These 
include improved understanding of the RE resource characteristics and availability, investments in enabling 
infrastructure and research, development and demonstrations (RD&D), modifi cations to institutional and 
governance frameworks, innovative thinking, attention to social aspects, markets and planning, and capacity 
building in anticipation of RE growth.

In many countries, suffi cient RE resources are available for system integration to meet a major share of energy demands, 
either by direct input to end-use sectors or indirectly through present and future energy supply systems and energy car-
riers, whether for large or small communities in Organisation for Economic Co-operation and Development (OECD) or 
non-OECD countries. At the same time, the characteristics of many RE resources that distinguish them from fossil fuels and 
nuclear systems include their natural unpredictability and variability over time scales ranging from seconds to years. These 
can constrain the ease of integration and result in additional system costs, particularly when reaching higher RE shares of 
electricity, heat or gaseous and liquid fuels.

Existing energy infrastructure, markets and other institutional arrangements may need adapting, but there are few, if 
any, technical limits to the planned system integration of RE technologies across the very broad range of present energy 
supply systems worldwide, though other barriers (e.g., economic barriers) may exist. Improved overall system effi ciency 
and higher RE shares can be achieved by the increased integration of a portfolio of RE resources and technologies. This 
can be enhanced by the fl exible cogeneration of electricity, fuels, heating and cooling, as well as the utilization of storage 
and demand response options across different supply systems. Real-world case studies outlined throughout the chapter 
exemplify how different approaches to integration within a specifi c context have successfully achieved RE deployment 
by means of a combination of technologies, markets, and social and institutional mechanisms. Examples exist of islands, 
towns and communities achieving high shares of RE, with some approaching 100% RE electricity penetration and over a 
50% share of liquid fuels for their light duty vehicle fl eets.

Several mature RE technologies, including wind turbines, small and large hydropower generators, geothermal systems, 
bioenergy cogeneration plants, biomethane production, fi rst generation liquid biofuels, and solar water heaters, have 
already been successfully integrated into the energy systems of some leading countries. Further integration could be 
encouraged by both national and local government initiatives. Over the longer term, integration of other less mature, 
pre-commercial technologies, including advanced biofuels, solar fuels, solar coolers, fuel cells, ocean energy technologies, 
distributed power generation, and electric vehicles, requires continuing investments in RD&D, infrastructure, capacity 
building and other supporting measures.

To reach the RE levels being projected in many scenarios over future decades will require integration of RE 
technologies at a higher rate of deployment than at present in each of the electricity generation, heating/
cooling, gas and liquid fuel distribution, and autonomous energy supply systems. 

RE can be integrated into all types of electricity supply systems, from large, interconnected, continental-scale grids to 
on-site generation and utilization in small, autonomous buildings. Technically and economically feasible levels of RE pen-
etration depend on the unique characteristics of a system. These include the status of infrastructure development and 
interconnections, mix of generation technologies, control and communication capability, demand pattern and geographic 
location in relation to the RE resources available, market designs, and institutional rules. 

The distribution, location, variability and predictability of the RE resources will also determine the scale of the integration 
challenge. Short time-variable wind, wave and solar resources can be more diffi cult to integrate than dispatchable reservoir 
hydro, bioenergy and geothermal resources, which tend to vary only over longer periods (years and decades). As variable RE 
penetration levels increase, maintaining system reliability becomes more challenging and costly. Depending on the specifi cs 
of a given electricity system, a portfolio of solutions to minimize the risks to the system and the costs of RE integration can 
include the development of complementary, fl exible generation; strengthening and extending the network infrastructure; 
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interconnection; electricity demand that can respond in relation to supply availability; energy storage technologies (includ-
ing hydro reservoirs); and modifi ed institutional arrangements including regulatory and market mechanisms.

District heating (DH) and cooling (DC) systems offer fl exibility with regard to the primary energy source, thereby enabling 
a gradual or rapid transition from the present use of fossil fuel sources to a greater share of RE. DH can use low tem-
perature thermal RE inputs (such as solar or cascaded geothermal heat), or biomass with few competing uses (such as 
refuse-derived fuels or industrial wastes). DC systems are less common but also offer resource fl exibility by being able to 
use a variety of natural waterways for the source of cold as well as ground source heat pumps. Thermal storage capability 
(hot or cold) can overcome the challenges of RE variability.

Injecting biomethane or, in the future, RE-derived hydrogen into gas distribution grids can be technically and economically 
achieved in order to meet a wide range of applications, including for transport, but successful integration requires that 
appropriate gas quality standards are met. 

Liquid fuel systems can integrate biofuels either for cooking (such as ethanol gels and, in the future, dimethyl ether 
(DME)) or for transport applications when bioethanol or biodiesel esters are usually, but not always, blended with 
petroleum-based fuels to meet vehicle engine fuel specifi cations. Advanced biofuels developed in the future to tight 
specifi cations may be suitable for direct, unblended use in current and future engine designs used for road, aviation and 
marine applications.

Autonomous energy supply systems are typically small-scale and are often located in remote areas, small islands, or 
individual buildings where the provision of commercial energy is not readily available through grids and networks. The 
viability of autonomous RE systems depends upon the local RE resources available, the costs of RE technologies, future 
innovation, and the possible avoidance of construction costs for new or expanded infrastructure to service the location. 

There are multiple pathways for increasing the share of RE through integration across the transport, build-
ing, industry and primary production end-use sectors, but the ease and additional costs of integration vary 
depending on the specifi c region, sector and technology.

Being contextual and complex, it is diffi cult to assess ‘typical’ system integration costs. These differ widely depending 
on the characteristics of the available RE resources; the geographic distance between the resource and the location of 
energy demand; the different integration approaches for large centralized systems versus decentralized, small-scale, 
local RE systems; the required balancing capacity; and the evolving status of the local and regional energy markets. The 
few comparative assessments in the literature, mainly for relatively low shares of RE (such as wind electricity in Europe 
and the USA and biomethane injection into European gas grids), show that the additional costs of integration are wide-
ranging and site-specifi c.

To achieve higher RE shares across the end-use sectors requires planning, development and implementation of coherent 
frameworks and strategies. These will vary depending on the diverse range of existing energy supply systems in terms 
of scale, age and type. RE uptake can be achieved in all end-use sectors by either the direct use of RE (e.g., building-
integrated solar water heating) or via energy carriers (e.g., blending of biofuels with gasoline or diesel at an oil refi nery). 
Improved end-use energy effi ciency and fl exibility in the timing of energy use can further facilitate RE integration.

• The transport sector shows good potential for increasing RE shares over the next few decades, but from a low base. 
Currently the RE shares are mainly from liquid biofuels blended with petroleum products and some electric rail. To 
obtain higher shares in the future, the RE energy carriers of advanced biofuels, biomethane, hydrogen and electric-
ity could all be produced either onsite or in centralized plants and used to displace fossil fuels. When, and to what 
extent, fl ex-fuel, plug-in hybrid, fuel cell or electric vehicles might gain a major share of the current light duty vehicle 
fl eet partly depends on the availability of the energy carriers, the incremental costs of the commercial manufacturing 
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of advanced drive trains, development of the supporting infrastructures, and the rate of technological developments 
of advanced biofuels, fuel cells and batteries. Integration of fuels and technologies for heavy duty vehicles, aviation 
and marine applications is more challenging. Advanced biofuels could become more fungible with petroleum fuels 
and distribution systems, but will need to become more cost competitive to gain greater market share. The cost and 
reliability of fuel cells and the limited range of electric vehicles are current constraints.

• The building sector currently uses RE to meet around 10% of its total consumer energy demand, excluding tradi-
tional biomass. In the future, RE can be integrated more easily into urban environments when combined with energy 
effi cient ‘green building’ designs that facilitate time- and/or resource-fl exible energy consumption. In rural areas in 
developing countries, many modest dwellings could benefi t from the integration of RE technologies, often at the 
small scale, to provide basic energy services. RE technologies integrated into either new or existing building designs 
can enable the buildings to become net suppliers of electricity and heat. Individual heating systems using biomass 
(for cooking and space heating), geothermal (including hydrothermal and ground source heat pumps) and solar 
thermal (for water and space heating, and, to a lesser extent, for cooling) are already widespread at the domestic, 
community and district scales. 

• For industry, integration of RE is site- and process-specifi c, whether for very large, energy-intensive ‘heavy’ industries 
or for ‘light’ small- and medium-sized processing enterprises. At the large industrial scale, RE integration can be 
combined with energy effi ciency, materials recycling, and, perhaps in the future, carbon dioxide capture and storage 
(CCS). Some industries can also provide time-fl exible, demand response services that can support enhanced RE inte-
gration into electricity supply systems. In the food and fi bre processing industries, direct substitution of fossil fuels 
onsite can be feasible, for example by the use of biomass residues for heat and power. Many such industries (sugar, 
pulp and paper, rice processing) have the potential to become net suppliers of heat and electricity to adjacent grids. 
Electro-thermal processes, process hydrogen, and the use of other RE carriers provide good opportunities for increas-
ing the shares of RE for industry in the future. 

• Agriculture, ranging from large corporate-owned farms to subsistence peasant farmers, consumes relatively little 
energy as a sector. (Fertilizer and machinery manufacture is included in the industrial sector). Local RE sources such 
as wind, solar, crop residues and animal wastes are often abundant for the landowner or manager to utilize locally or 
to earn additional revenue by generating, then exporting, electricity, heat or biogas off-farm.

Parallel developments in transport (including electric vehicles), heating and cooling (including heat pumps), fl exible demand 
response services (including the use of smart meters with real-time prices and net metering facilities) and more effi cient 
thermal generation may lead to dramatic changes in future electrical power systems. Higher RE penetration levels and 
greater system fl exibility could result (but also depend on nuclear power and CCS developments). Regardless of the present 
energy system, whether in energy-rich or energy-poor communities, higher shares of RE are technically feasible but require 
careful and consistent long-term planning and implementation of integration strategies and appropriate investments.
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8.1 Introduction

This chapter examines the means by which larger shares of RE could be 
integrated into the wide range of energy supply systems and also directly 
into end-user sectors at national and local levels. It outlines how RE 
resources can be used through integration into energy supply networks 
that deliver energy to consumers using energy carriers with varying shares 
of RE embedded (Section 8.2) or directly by the transport, buildings, indus-
try and agriculture end-use sectors (Section 8.3) (Figure 8.1).

Many energy systems exist globally, each with distinct technical, mar-
ket, fi nancial, and cultural differences. To enable RE to provide a greater 
share of electricity, heating, cooling and gaseous and liquid fuels than at 
present will require the adaptation of these existing energy supply and 
distribution systems so that they can accommodate greater supplies of 
RE. Integration solutions vary with location, scale and the current design 
of energy system and related institutions and regulations.

Established energy supply systems are relatively new in terms of 
human history, with only around 100 years elapsing since the original 
commercial deployment of internal combustion engines; approxi-
mately 90 years for national grid electricity; 80 years for the global oil 
industry; 50 years for the global gas industry; and only around 30 years 
for solid state electronic applications. Based upon the rate of develop-
ment of these historical precedents, under enabling conditions and 
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Figure 8.1 |  Pathways for RE integration to provide energy services, either into energy supply systems or on-site for use by the end-use sectors.

with societal acceptance, RE systems could conceivably become more 
prominent components of the global energy supply mix within the 
next few decades. Energy systems are continuously evolving, with the 
aims of improving conversion technology effi ciencies, reducing losses, 
and lowering the cost of providing energy services to end users. As 
part of this evolution, it is technically feasible to continue to increase 
the shares of RE through integration with existing energy supply sys-
tems at national, regional and local scales as well as for individual 
buildings. To enable RE systems to provide a greater share of heating, 
cooling, transport fuels and electricity may require modifi cation of cur-
rent policies, markets and existing energy supply systems over time so 
that they can accommodate greater supplies of RE at higher rates of 
deployment than at present.

Regardless of the energy supply system presently in place, whether 
in energy-rich or energy-poor communities, over the long term and 
through measured system planning and integration, there are few, if 
any, technical limits to increasing the shares of RE, but other barriers 
would need to be overcome (Section 1.4). Specifi c technical barriers to 
increased deployment of individual RE technologies are discussed in 
chapters 2 through 7. This chapter outlines the more general barriers 
to integration (including social ones) that cut across all technologies 
and can therefore constrain achieving relatively high levels of RE inte-
gration. Where presented in the literature, solutions to overcoming 
these barriers are presented.



616

Integration of Renewable Energy into Present and Future Energy Systems Chapter 8

Enhanced RE integration can provide a wide range of energy services for 
large and small communities in both developed and developing coun-
tries. The potential shares of RE depend on the scale and type of the 
existing energy supply system. Transition to low-carbon energy systems 
that accommodate high shares of RE integration can require consider-
able investments in new technologies and infrastructure, including 
more fl exible electricity grids, expansion of district heating and cool-
ing schemes, modifying existing distribution systems for incorporating 
RE-derived gases and liquid fuels, energy storage systems, novel methods 
of transport, and innovative distributed energy systems in buildings. The 
potential integration and rate of deployment of RE differs between geo-
graphic regions, depending on the current status of the markets and the 
varying political ambitions of all OECD and non-OECD countries. 

All countries have access to some RE resources and in many parts of the 
world these are abundant. The characteristics of many of these resources 
distinguish them from fossil fuels and nuclear systems and have an 
impact on their integration. Some resources, such as solar, are widely 
distributed, whereas others, such as large hydro, are constrained by geo-
graphic location and hence integration options are more centralized. 
Some RE resources are variable and have limited predictability. Others 
have lower energy densities and different technical specifi cations from 
solid liquid and gaseous fossil fuels. Such RE resource characteristics can 
constrain their ease of integration and invoke additional system costs, 
particularly when reaching higher shares of RE. 

Alongside RE, nuclear power and CCS linked with coal- or gas-fi red 
power generation plants and industrial applications may well have a 
role to play in a low-carbon future (IPCC, 2007). However, for a country 
wishing to diversify its energy supply primarily by increasing domestic RE 
capacity to meet an increasing share of future energy demand, integrat-
ing a portfolio of local RE resources can be benefi cial, and also make 
a positive contribution to improved energy supply security and system 
reliability (Awerbuch, 2006). Increasing RE integration can also offer a 
range of other opportunities and benefi ts (Sections 1.4.5 and 9.3) but 
carries its own risks, including natural variability (from seconds to years), 
physical threats to installed technologies from extreme weather events, 
locational dependence of some RE resources, additional infrastructure 
requirements, and other additional costs under certain conditions. 

The future energy supply transition has been illustrated by many sce-
narios, the majority of which show increasing shares of RE over the next 
few decades (Section 10.2). The scenario used here as just one example 
(Figure 8.2) is based upon the International Energy Agency (IEA) World 
Energy Outlook 2010 ‘450 Policy Scenario’ out to 2035. It illustrates 
that achieving high levels of RE penetration1 will require a continuation 
of increasing market shares in all end-use sectors. The average annual 
RE growth increment required to meet this projection is almost 4 EJ/yr 
across all sectors; over three times the current RE growth rate. 

1 The terms ‘shares’ and ‘penetration levels’ of RE are used loosely throughout the 
text to indicate either the percentage of total installed capacity or total energy that 
comes from RE technologies.

In the 2010 World Energy Outlook (IEA, 2010b), the 22 EJ of fi nal 
consumption RE (excluding traditional biomass) in 2008 is almost 
quadrupled in 2035 in the 450 Policy Scenario. This is due mainly to 
the power sector where the RE share in electricity supply rises from 19 
to 32% over the same period. Government support for RE, projected 
to rise from USD 44 billion in 2008 to USD 205 billion in 2035, is a 
key driver along with projected lower RE investment costs and higher 
fossil fuel prices. 

To achieve such increased shares of RE in total energy supply by 2035 
and beyond will require overcoming the challenges of integration in 
each of the transport, building, industry and agriculture sectors. In order 
to gain greater RE deployment, strategic elements need to be better 
understood as do the social issues. Transition pathways for increasing 
the shares of each RE technology through integration should aim to 
facilitate a smoother integration with energy supply systems but depend 
on the specifi c sector, technology and region. Multiple benefi ts for 
energy consumers should be the ultimate aim.

Successful integration of high shares of RE with energy systems in recent 
years has been achieved in both OECD and non-OECD countries, including:

• Brazil, with over 50% of light duty transport fuels supplied from 
sugar cane ethanol (Zuurbier and Vooren, 2008) and 80% of elec-
tricity from hydro (BEN, 2010); 

• China, where two-thirds of the world’s solar water heaters have 
been installed (REN21, 2010);

• Denmark, with around 20% (7,180 GWh or 25.84 PJ) of total power 
supply in 2009 generated from wind turbines (Section 7.4) inte-
grated with other forms of generation (mainly national coal- and 
gas-fi red capacity, but also supported by interconnection to hydro-
dominated systems) (DEA, 2009); 

• Spain, where the 2000 Barcelona Solar Thermal Ordinance resulted 
in over 40% of all new and retrofi tted buildings in the area having a 
solar water heating system installed (EC, 2006); and 

• New Zealand and Iceland where the majority of electricity supply 
has been generated from hydro and geothermal power plants for 
several decades.

It is anticipated that increased urbanization will continue and that the 
50% of the 6.4 billion world population living in cities and towns today 
will rise by 2030 to 60% of the then 8.2 billion people (UNDP, 2007). 
There is potential in many of these growing urban environments to cap-
ture local RE resources and thereby help meet an increasing share of 
future energy demands (MoP, 2006 Droege et al., 2010). The potential 
exists to integrate RE systems into the buildings and energy infrastruc-
ture as well as to convert municipal and industrial organic wastes to 
energy (Section 2.2.2). However, local government planning regulations 
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may constrain the deployment of some RE technologies in the short 
term (IEA, 2009b).

Many energy scenarios have incorporated a wide range of energy effi -
ciency initiatives (Sections 1.1.3 and 10.1). These reduce future energy 
demand baseline projections signifi cantly across the building, indus-
try, transport and energy supply sectors (IPCC, 2007). Lower energy 
demand reduces the required capacity, and hence cost, of an inte-
grated RE system, which might facilitate having a greater share of RE 
in a growing energy market (Verbruggen, 2006; Pehnt et al., 2009a). 
For example, a building owner or developer could be encouraged to 
initially invest in energy saving measures and energy effi cient building 
design before contemplating the installation of RE systems and hence 
reduce the installed capacity needed to meet the energy demand of 
the building occupiers (IEA, 2009b).
 
Integration of RE into the energy supply and infrastructure system of 
many OECD countries raises different challenges than those of non-
OECD countries. For example, RE integration into dense urban regions 
that already have high shares of RE, or where cross-border energy supply 
options are possible, differs markedly from integration of RE into a small 
autonomous energy system in a remote rural region with limited energy 
infrastructure. In such districts, small-scale, distributed, RE systems may 
be able to avoid the high investment costs of constructing infrastructure 
presently defi cient (ARE, 2009).

A technology that is successful in one region may not be so in another, 
even where RE resource conditions and supportive enabling environ-
ments are similar. Successful deployment can depend upon the local 
RE resources, current energy markets, population density, existing infra-
structure, ability to increase supply capacity, fi nancing options and credit 
availability. For any given location and energy market, issues relating to 
the integration of a RE project can be complex as there can be impacts 
on land and water use, adherence to national and local planning and 
consenting processes, variance due to the maturity of the technology 
(IEA, 2008b), co-benefi ts for stakeholders, and acceptance or rejection 
by the general public (as also would be the case for a fossil fuel, nuclear 
or CCS project). 

8.1.1 Objectives

The objectives of this chapter are to

• assess the literature regarding the integration of RE into current and 
possible future energy systems; 

• present the constraints that can exist when integrating RE into cur-
rent electrical supply systems, heating and cooling networks, gas 
grids, liquid fuels and autonomous systems, particularly for RE 
shares that are signifi cantly higher than at present; and

• determine whether increasing RE integration within present energy 
supply systems and facilitating the increased rate of deployment of 
RE technologies in the transport, building, industry and agricultural 
sectors are feasible propositions. 

The chapter examines the complex cross-cutting issues that relate to 
RE integration across centralized, decentralized and autonomous energy 
supply systems and into the wide range of end-use technologies, build-
ings and appliances used to provide desirable energy services (heating, 
cooling, lighting, communication, entertainment, motor drives, mobility, 
comfort, etc.). These issues include energy distribution and transmission 
through energy carriers, system reliability and quality, energy supply/
demand balances, system fl exibility, storage systems, project owner-
ship and  fi nancing, operation of the market, supply security and social 
acceptance. Regional differences between the integration of various RE 
systems are highlighted.

Due to the very specifi c nature of any individual energy supply system, it 
was not possible to provide general guidance on which policy interven-
tion steps to follow logically in order to increase the share of RE through 
integration. The unique complexities of energy supply systems, due to 
their site-specifi city, future cost uncertainties, and defi cit of analysis in 
the literature, prohibited a detailed evaluation of the additional costs 
of RE system integration and deployment (other than for wind power; 
Section 7.5.4). The inability to determine ‘typical’ integration costs 
across the many differing systems and present them as ‘representative’ 

Figure 8.2 |  (Preceding page) RE shares (red) of primary and fi nal consumption energy in the transport, buildings (including traditional biomass), industry and agriculture sectors in 
2008 and an indication of the projected increased RE shares needed by 2035 in order to be consistent with a 450 ppm CO2eq stabilization target.

Notes: Areas of circles are approximately to scale. Energy system losses occur during the conversion, refi ning and distribution of primary energy sources to produce energy services for 
fi nal consumption. ‘Non-renewable’ energy (blue) includes coal, oil, natural gas (with and without CCS by 2035) and nuclear power. This scenario example is based upon data taken 
from the IEA World Energy Outlook 2010 (IEA 2010d) but converted to direct equivalents (Annex II.4). Energy effi ciency improvements above the baseline are included in the 2035 
projection. RE in the buildings sector includes traditional solid biomass fuels (yellow) for cooking and heating for 2.7 billion people in developing countries (Section 2.2) along with 
some coal (UNDP and WHO, 2009). By 2035, some traditional biomass has been partly replaced by modern bioenergy conversion systems. Excluding traditional biomass, the overall 
RE system effi ciency (when converting from primary to consumer energy) remains around 66% over the period.
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is a barrier to wider RE deployment and modelling scenarios. Further 
analysis would be useful.

8.1.2 Structure of the chapter

Section 8.2 discusses the integration of RE systems into existing and 
future centralized supply-side systems for both OECD and non-OECD 
regions. Where relevant, the benefi ts of system design and technology 
components to facilitate integration, operation and maintenance strate-
gies, markets and costs are discussed. 

Section 8.3 outlines the strategic elements, including non-technical issues, 
needed for transition pathways for each of the end-use sectors in order 
to gain greater RE deployment. The current status, possible pathways to 
enhance adoption of RE, related transition issues, and future trends are 
discussed for transport, buildings, industry and primary production.

Both sections endeavour to emphasize that though common solutions 
to RE integration exist there are sometimes differences between: 

• RE integration into centralized, high voltage electricity systems,
district heating schemes, and liquid fuel and gas pipelines, and 

• RE integration into distributed, small-scale, energy systems such as 
low voltage electricity grids, heating and cooling of individual build-
ings, and liquid or gaseous fuel production for local transport use.

The case studies illustrate what has already been achieved, under a 
given set of circumstances.

8.2 Integration of renewable energy
  into supply systems

Energy supply systems have evolved over many decades to enable the 
effi cient and cost-effective distribution of electricity, gas, heat and trans-
port fuel energy carriers to provide useful energy services to end users. 
Increasing the deployment of RE systems requires their integration into 
these existing systems. This section outlines the issues and barriers involved 
as well as some possible solutions to overcome them in order to achieve 
increased RE penetration. The complexities of the various electricity sup-
ply systems and markets operating around the world result in marked 
differences in the approach to integration. Prerequisites for effi cient and 
fl exible energy conversion, mutual support between energy sectors, and 
an intelligent control strategy include coherent long-term planning and 
a holistic approach. Over time this could result in an inter-linked energy 
system to provide electricity, heating, cooling and mobility rather than 
having distinct sectors for each as at present. A signifi cant increase in 
global electricity demand could result from a higher share being substi-
tuted for current fossil fuel demands in the heating and transport sectors.

8.2.1 Integration of renewable energy into electrical 
power systems

Modern electrical power systems (the grid) have been developing since 
the late 19th century and take different forms around the world. Some 
systems are very advanced and highly reliable but are at different scales, 
for example the Eastern Interconnection in the USA that serves 228 
million consumers across 8.85 million square kilometres contrasts with 
smaller, more isolated systems such as Ireland serving a population of 
6.2 million across 81,638 km2 (NISRA, 2009; CSO, 2010). Other systems 
are not as well developed but are rapidly evolving. For example, China 
installed an average of 85 GW of plant per year from 2004 to 2008 and 
in the same period increased its electricity consumption by over 50% (J. 
Li, 2009). Other systems are not well developed either in terms of access 
or quality (e.g., many parts of sub-Saharan Africa). Autonomous and/
or micro-scale systems also exist to serve small communities or single 
buildings or industrial plants (Section 8.2.5). Despite their variations, 
these systems have a common purpose: the provision of a reliable and 
cost-effective supply of electricity to loads by appropriate generation 
and use of network infrastructure.

The versatility of energy in electrical form, the ability to transport it 
across large distances (nearly) instantaneously, and its necessity for 
the deployment of modern technology and the advancement of eco-
nomic and social development has resulted in a dramatic increase in 
the demand for electricity. This increase is projected to continue in a 
wide range of scenarios, including some of those that keep greenhouse 
gas (GHG) concentrations in the atmosphere below 450 ppm (e.g., IEA, 
2010d; see also Section 10.2). The provision of modern energy services 
is recognized as a critical foundation for sustainable development (e.g., 
DFID, 2002; Modi et al., 2005; UNEA, 2009). This growth of electricity 
demand coupled with the geographically dispersed nature of many 
renewable sources makes electricity an attractive energy vector to har-
ness RE where adequate network infrastructure is available. With the 
development of electric vehicles and heat pumps, electricity is also 
taking a growing share in the transport and heat markets (Kiviluoma 
and Meibom, 2010; Sections 8.3.1 and 8.3.2). Additionally, with the 
development of inexpensive and effective communications systems and 
technologies as well as smart meters, the electrical power system is 
experiencing dramatic change.2 All these potential developments—RE, 
demand side participation, electric vehicles and any new thermal gen-
eration (i.e., fossil fuel or nuclear)—need to be integrated into electrical 
power systems. They collectively and individually pose common and 
unique challenges.

This section is comprised of three sub-sections that focus on the integra-
tion issues for renewable electricity and begins with a brief description 
of the basic principles of electrical power systems—how they are 
designed, planned and operated (Section 8.2.1.1). This is followed 
by a summary of the pertinent integration characteristics of renew-
able electricity sources and a high-level description of the integration 

2 The term ‘smart grid’ is often used to refer to this mixture of new technologies but it 
is not used in this report.
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challenges that result (Section 8.2.1.2). Finally, integration experiences, 
studies and options for existing and future electrical power systems are 
provided (Section 8.2.1.3).

8.2.1.1  Features and structures of electrical 
 power systems

The fi rst power plant used direct current (DC) that could transport elec-
tricity to consumers living close to the power station. However, a few 
years after the construction of this fi rst power plant, alternating current 
(AC) electricity systems were developed (El-Sharkawi, 2009). Alternating 
currrent systems allow greater fl exibility in the transmission of electric-
ity across the various voltage levels in the electricity network and, as 
such, almost all electrical power systems across the world today use AC. 
However, DC is still used in the transmission of electricity over long dis-
tances, for interconnection of AC systems (sub-sea and over land), and in 
some very small domestic stand-alone systems. DC technology is devel-
oping rapidly and new application domains are being developed (Breuer 
et al., 2004; EASAC, 2009). 

Integration of RE into any electrical power system poses a number 
of challenges (many shared with other technologies and develop-
ments) for the designers and operators of that system. In order to 
appropriately address these challenges, a basic understanding of the 
characteristics of electrical power systems is required and some salient 
elements of planning, design and operation are discussed here (Bergen
and Vittal, 2000).

Electricity demand (including losses in the electrical power system) 
varies with the needs of the user; typically at a minimum at night 
and increasing to a peak during working hours. In addition, there are 
normally differences between working days and weekends/holidays 
and also between seasons; most systems also show an annual growth 
in consumption from year to year. Therefore, generators on a system 
must be scheduled (dispatched) to match these variations throughout 
the year and appropriate network infrastructure to transfer that power 
must be available. This balancing (of supply and demand) requires 
complex operational planning from the management of second-to-
second changes in demand to the longer-term investment decisions 
in generation and transmission assets. The balancing is carried out by 
the system operator in balancing areas (or control areas), which often 
are parts of large interconnected AC systems. 

In order to maintain an AC power system at its nominal frequency (e.g., 50 
Hz in Europe and 60 Hz in North America), the instantaneous power sup-
plied to the system must match the demand. Insuffi cient power results in a 
decreased frequency while excess power leads to an increased frequency. 
Either scenario is a threat to the security of the system, since the genera-
tors, interconnectors and loads that constitute the system are physically 

designed to operate within certain limits, and must be removed from the 
system once these limits are violated in order to ensure their integrity.

The electrical machines employed in the generation of electricity (and 
in the conversion of electricity to end-use energy) are an important 
component within electrical power systems. The traditional machine 
used for generation is the synchronous machine (El-Sharkawi, 2009). 
This machine is directly connected and synchronized to the frequency 
of the system. A synchronous electrical power system consists of (i) a 
network that connects (ii) synchronous generators to the (iii) demand. 
The network can further be divided into the transmission network, 
where large generators and consumers are connected and high 
voltages are used to transmit power over long distances; and the dis-
tribution network, which is used to transmit power to consumers at 
lower voltage levels and connect distributed generation. Synchronous 
machines maintain synchronism with one another through restor-
ing forces that act whenever there are forces tending to accelerate 
or decelerate one or more generators with respect to other machines 
(Kundur, 2007). As a result of this, synchronous machines can detect 
and react to events on the system automatically; in particular inertial 
response to a frequency change. Generators also have governors that 
detect and react to frequency changes and this coupled with inertial 
response is of benefi t to AC power systems as it allows for the support 
of frequency on an almost instantaneous basis.

Matching demand and supply (balancing) on a minute-to-minute basis 
is generally done by control of generation. This is known as regulation/
load following and requires small to medium variations in the output of 
the power stations. It is usually controlled automatically or by a central 
electricity system operator, who is responsible for monitoring and oper-
ating equipment in the transmission system and in power generating 
stations. Dispatchable units are those that control their output between 
a minimum and maximum level. The output of some units such as wind 
generators cannot be fully controlled. Even here, however, some level 
of control is possible through a reduction of the output of the units, 
although such control strategies also lead to lost production. Units such 
as wind generators are therefore considered partially dispatchable as 
opposed to dispatchable.

Over slightly longer time periods (e.g., 30 minutes to 6 to 24 hours), 
decisions must be made regarding which power stations should turn 
on/turn off or ramp up/ramp down output to ensure the demand is 
met throughout the day (e.g., to meet low demand at night and high 
demand during the day). This is usually done using a method known 
as unit commitment (Wood and Wollenberg, 1996). Unit commitment 
involves complex optimizations that are conducted, typically one to 
two days ahead, to create an hourly or half-hourly schedule of gen-
erators required to reliably meet the forecasted demand at least cost. 
These schedules will usually instruct some units to run at their maxi-
mum capacity all day (these are known as base load units), some units 



621

Chapter 8 Integration of Renewable Energy into Present and Future Energy Systems

to turn on in the morning and off at night (mid-merit units) and some 
units to just turn on during times of peak demand (peaking units). The 
running regime of a unit depends mainly on its operation cost (i.e., 
fuel used and effi ciency), as well as other characteristics such as how 
long it takes to turn on or off, and the degree to which it can quickly 
change its output power.

Organized electricity markets have emerged in some countries/regions 
and they coordinate how the costs of the generators are included in 
the unit commitment methods. Trading of electricity between producers 
and consumers can be done in power exchanges (pools) or on a bilat-
eral basis (Schweppe et al., 1988; Stoft, 2002). Sometimes these markets 
run on very short time horizons, for example, fi ve minutes before the 
electricity is expected to be needed (Harris, 2006; AEMO, 2010), and 
in other cases the markets operate days, weeks or even months before 
the electricity is required. An important market parameter is the gate 
closure time, which is the time difference between bidding of generators 
into the market and the actual delivery of power. Properly function-
ing markets support the long-term fi nancial investment in appropriate 
generation capacity and network infrastructure to ensure supply meets 
demand in a reliable manner and at least cost.

It should be noted that the principle of energy balance also applies to 
the smallest stand-alone autonomous systems. An autonomous elec-
trical power system is one without interconnections to other systems 
and that cannot access the larger variety of balancing resources avail-
able to larger systems. In island systems, or developing economies, a 
common solution is often to use small autonomous systems in order to 
avoid the costs of transmission lines to areas with comparatively low 
consumption. Balancing in many such cases is provided by expensive 
battery energy storage and/or diesel generators and dump load resistors 
to absorb surplus energy that cannot be absorbed otherwise (Doolla 
and Bhatti, 2006). Autonomous systems can be as small as individual 
homes or groups of homes working on the low voltage distribution 
grid, sometimes referred to as microgrids (Tsikalakis and Hatziargyriou, 
2008). Though the basic principles of electric power system operations 
do not differ between large interconnected networks and small autono-
mous systems, the practical implications of those principles can vary. 
Autonomous systems are addressed to some degree in this section, but 
are also covered in a more-dedicated fashion in Section 8.2.5.

Over an annual time frame, it is necessary to ensure that the electricity 
system always has enough generation capacity available to meet the 
forecasted demand. This means that maintenance schedules must be 
coordinated to ensure that all generating units and network infrastructure 
do not shut down for maintenance at the same time, while also consider-
ing the fact that units will break down unexpectedly. In addition, planning 
must also be done over much longer time horizons (5 to 20 years). The 
construction of generators and networks involves long lead times, high 
capital requirements, and long asset life and payback periods. Therefore, 
the electricity sector requires signifi cant long-term planning to ensure that 
generation will continue to meet the demand in the decades ahead and 
network infrastructure is developed in a timely and economic manner. 

A further important planning consideration is the geographic spread of 
generation. If a generator is located close to a demand centre then less 
transmission capacity will be required to deliver the electricity to the end 
user and less electricity will be lost in transmission

Electrical demand cannot always be met and there are many well known 
reliability metrics that can quantify this (Billinton and Allen, 1988), 
though the metrics themselves can vary widely among different elec-
tric power systems. For example, the value of lost load is different in a 
modern industrial economy than in a developing one. Electric systems 
that can accept lower levels of overall reliability may be able to manage 
the integration of RE into electrical power systems at lower costs than 
systems that demand higher levels of reliability, creating a trade-off that 
must be evaluated on a case-by-case basis. 

A reliability metric known as the capacity credit3 (also known as capac-
ity value) (Keane et al., 2011a) gives an indication of the probability 
that a particular type of generation will reliably contribute to meeting 
demand, which generally means that it will be available to generate 
electricity during the peak demand hours. This is an important metric 
in the planning of future electricity systems. If a type of generation has 
a low capacity credit this indicates that its available output tends to be 
low during high demand periods. The total capacity credit for all genera-
tion on the system needs to be suffi cient to cover peak demand with 
a certain level of reliability; usually systems also require an additional 
margin for reliability purposes (planning reserves). The capacity credit of 
generation depends on the generator availability (mechanical and fuel 
source), and the coincidence with electrical power system demand (in 
particular times of high demand).

To ensure system security and reliability, electrical power systems are 
designed and operated to withstand specifi c levels of contingencies. 
Generation contingencies result from the sudden loss of signifi cant gen-
eration capacity; this could be the loss of a large generating unit or loss 
of a network connection. Reserves are carried by the system operator, 
usually in the form of other generators operating at reduced output, 
which rapidly replace the power that was lost during the contingency. 
Transmission systems are typically designed to withstand the loss of any 
single critical element, such as a transmission line, such that on the sys-
tem (i.e., post fault), no other element on the network is overloaded 
and the system stays within prescribed limits. Faults on electrical power 
systems are detected and cleared by protection that continuously moni-
tors the system for such events. Electrical power system protection is 
also critical to the maintenance of system integrity since generators 
and other critical equipment can be disconnected from the system if 
a fault on the system is not cleared quickly enough. Many of today’s 
larger power systems use advanced energy management/network man-
agement systems to confi gure their systems in a secure manner, thus 
allowing them to withstand these contingencies, for example, fault ride 
through (FRT) capability of generators (and the associated capability 

3  Note that capacity credit is different than capacity factor. The capacity factor of a 
power plant is the average output typically expressed as a percentage of its maxi-
mum (rated) output. 
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of providing frequency and voltage support during the fault). In order 
to ensure reliability and proper operability of the network, generators 
and large consumers connected to the network have to comply with the 
connection requirements published in the codes of the network opera-
tors. These include, for example, grid codes in Ireland (EirGrid, 2009) and 
Germany (Transmission Code, 2007) and connection standards in the 
USA (CAISO, 2010).

The power fl ows on the overhead lines and cables (feeders) of the sys-
tem require careful management to ensure satisfactory voltage levels 
throughout the system and to respect the rating limits of individual 
feeders (El-Sharkawi, 2009). The power must be delivered to the loads 
via these feeders, and its effi cient and reliable delivery is crucial. Key 
variables in this task are thermal ratings (heating caused by losses), volt-
age levels and stability limits. These requirements are managed at the 
planning stage when the network is designed and built and also on 
a shorter time frame as the network is reconfi gured, generator output 
adjusted to infl uence the fl ows, or other control technologies employed 
to support system voltages (El-Sharkawi, 2009). 

The AC nature of the electrical power system results in different 
voltages throughout the system, in the fi rst instance determined 
by the demand and generation in the local area. In order to ensure 
an electricity supply of required quality and reliability, the voltages 
throughout the system must be maintained within defi ned limits. This 
is a challenge to the design and operation of electrical power sys-
tems across the world. The voltage levels can be affected by the size 
and characteristics of generators, transmission lines and consumers, 
and the design and location of these is one of the key parameters 
available when designing a reliable and economic electrical power 
system. Reactive power is a critical component of voltage control. It is 
distinct from the active power that supplies energy to loads and arises 
from the AC nature of modern electrical power systems (Taylor, 1994). 
The effective supply and demand of reactive power is a critical system 
support service in any AC electrical power system. Network users such 
as generators supply the different technical services, also called ancil-
lary services, that are needed for proper operation of the network in 
normal operation (e.g., reactive power supply) and during network 
faults. Some of these services are delivered on a bilateral commercial 
basis, though ancillary service markets are emerging in many parts of 
the world (Cheung, 2008). 

8.2.1.2 Renewable energy generation characteristics

Renewable electricity sources depend on energy fl ows in the natural 
environment, thus their power generation characteristics are very differ-
ent in general from other generation based on stockpiles of fuel (with 
the exception of biomass-fuelled plants). In particular, they refl ect the 
time-varying nature of the energy fl ows. Here, each of the RE generation 
technologies is dealt with in turn as it appears in Chapters 2 through 7. 
This section highlights supply characteristics of the technologies that 
are of direct relevance to integration into electrical power systems, 

namely: (a) variability and predictability (uncertainty), which is relevant 
for scheduling and dispatch in the electrical power system; (b) location, 
which is a relevant indicator of the need for electrical networks; and (c) 
capacity factor, capacity credit and power plant characteristics, which 
are indicators relevant for comparison for example with thermal genera-
tion. These particular characteristics are outlined below, and a very brief 
summary for a selection of the technologies is given in Table 8.1. Further 
details are available in Chapters 2 through 7.

Bioenergy 
Dedicated biopower plants are similar to fossil-fuel-powered plants in 
several respects; additionally, bioenergy can be blended with fossil fuels 
in fossil fuel plants that use co-fi ring. Biopower plants are powered by 
storable solid, gaseous or liquid fuel, and use similar types of technol-
ogy and thermal cycles for the prime mover (e.g., steam turbine, diesel 
engine; Section 2.3.3). Temporal characteristics and output predictabil-
ity are thus partly determined by operational decisions, and in part by 
the plant and biomass fuel availability, which can depend on how the 
fuel is prepared, stored and supplied to the plant and can exhibit daily, 
monthly, seasonal and annual variations.

The location of biopower plants is often determined by proximity to the 
fuel supply or fuel preparation plant. Biopower plant location is not as 
dependent on resource location as other renewable technologies as fuel 
can also be transported to the plant. A limitation to transporting fuel 
over long distances is the relatively low energy content of biomass fuels 
(in terms of kWh/m3 or kWh/kg (kJ/m3 or kJ/kg)). The high transport cost 
of biomass fuels means that it is generally more economical to locate 
the plant close to the fuel source (Section 2.3.2). Small biopower plants 
are very often connected at the distribution level. A single large plant, on 
the other hand, may be connected at the transmission level. The capacity 
credit of biopower plants is similar to combined heat and power (CHP) 
plants and thermal plants.

Biomass electricity production is often operated in CHP plants to achieve 
better fuel effi ciency. As a result, there may be little fl exibility in plant 
dispatch if the operation is heat-load driven. However, when heat stor-
age is available, electricity can be produced in a fl exible way (Lund and 
Münster, 2003; Kiviluoma and Meibom, 2010). Also, control characteris-
tics (power, voltage) of biopower plant are similar to CHP and thermal 
plants. Plant sizes are mostly in the range from a few hundred kW to 100 
MW and larger, particularly when co-fi red with fossil fuels.

Direct solar energy
Direct electricity generation from solar takes two distinct forms: pho-
tovoltaic solar power (solar PV) in which sunlight is converted directly 
to electricity via the photovoltaic effect in a semiconductor; and con-
centrating solar power (CSP) in which a working fl uid is heated to high 
temperature and used to drive a heat engine (e.g., a Rankine steam 
cycle or a Stirling cycle) that is connected to an electrical generator 
(Section 3.3). For both forms of generation the variability of the primary 
source, the available solar irradiation, is dependent on the level of aero-
sols in the atmosphere, the position of the sun in the sky, the potential 



623

Chapter 8 Integration of Renewable Energy into Present and Future Energy Systems

Ta
bl

e 
8.

1 
| S

um
m

ar
y 

of
 in

te
gr

at
io

n 
ch

ar
ac

te
ris

tic
s 

fo
r a

 s
el

ec
tio

n 
of

 re
ne

w
ab

le
 e

ne
rg

y 
te

ch
no

lo
gi

es
.

Te
ch

no
lo

gy
Pl

an
t 

si
ze

 r
an

ge
 

(M
W

)

Va
ri

ab
ili

ty
:

Ch
ar

ac
te

ri
st

ic
 t

im
e 

sc
al

es
 

fo
r 

po
w

er
 s

ys
te

m
 o

pe
ra

ti
on

(T
im

e 
sc

al
e)

D
is

pa
tc

ha
bi

lit
y

(S
ee

 le
ge

nd
)

G
eo

gr
ap

hi
ca

l 
di

ve
rs

it
y 

po
te

nt
ia

l
(S

ee
 le

ge
nd

)

Pr
ed

ic
ta

bi
lit

y
(S

ee
 le

ge
nd

)

Ca
pa

ci
ty

 
fa

ct
or

 r
an

ge
 

(%
)

Ca
pa

ci
ty

 
cr

ed
it

 r
an

ge
 

(%
)

A
ct

iv
e 

po
w

er
, 

fr
eq

ue
nc

y 
co

nt
ro

l
(S

ee
 le

ge
nd

)

Vo
lt

ag
e,

 
re

ac
ti

ve
 p

ow
er

 
co

nt
ro

l
(S

ee
 le

ge
nd

)

Bi
oe

ne
rg

y
0.

1–
10

0 
Se

as
on

s 
(d

ep
en

di
ng

 o
n 

bi
om

as
s 

av
ai

la
bi

lit
y)

+
+

+
+

+
+

50
–9

0
Si

m
ila

r t
o 

th
er

m
al

 
an

d 
CH

P
+

+
+

+

D
ir

ec
t 

so
la

r 
en

er
gy

PV
0.

00
4–

10
0 

m
od

ul
ar

M
in

ut
es

 to
 y

ea
rs

+
+

+
+

12
–2

7
<

25
–7

5
+

+

CS
P 

w
it

h 

th
er

m
al

 

st
or

ag
e*

50
–2

50
Ho

ur
s 

to
 y

ea
rs

 
+

+
 

+
**

+
+

35
–4

2
90

 
+

+
+

+

G
eo

th
er

m
al

 
En

er
gy

2–
10

0
Ye

ar
s

+
+

+
N

/A
+

+
60

–9
0

Si
m

ila
r t

o 
th

er
m

al
+

+
+

+

H
yd

ro
po

w
er

Ru
n 

of
 r

iv
er

0.
1–

1,
50

0
Ho

ur
s 

to
 y

ea
rs

+
+

+
+

+
20

– 
95

0–
90

+
+

+
+

Re
se

rv
oi

r
1–

20
,0

00
Da

ys
 to

 y
ea

rs
+

+
+

+
+

+
30

–6
0

Si
m

ila
r t

o 
th

er
m

al
+

+
+

+

O
ce

an
 e

ne
rg

y

Ti
da

l r
an

ge
 

0.
1–

30
0

Ho
ur

s 
to

 d
ay

s
+

+
+

+
22

.5
–2

8.
5

<
10

+
+

+
+

Ti
da

l c
ur

re
nt

1–
20

0
Ho

ur
s 

to
 d

ay
s

+
+

+
+

19
–6

0
10

–2
0

+
+

+

W
av

e
1–

20
0

M
in

ut
es

 to
 y

ea
rs

+
+

+
+

22
–3

1 
16

+
+

W
in

d 
en

er
gy

5–
30

0 
M

in
ut

es
 to

 y
ea

rs
+

+
+

+
20

–4
0 

on
sh

or
e,

 
30

–4
5 

of
fs

ho
re

5–
40

 
+

+
+

*A
ss

um
in

g 
CS

P 
sy

st
em

 w
ith

 6
 h

ou
rs

 o
f t

he
rm

al
 s

to
ra

ge
 in

 U
S 

So
ut

hw
es

t. 
**

In
 a

re
as

 w
ith

 D
ire

ct
 N

or
m

al
 Ir

ra
di

at
io

n 
(D

N
I) 

>
 2

,0
00

 k
W

h/
m

2 /y
r (

7,
20

0 
M

J/m
2 /y

r).

N
ot

es
: 

Pl
an

t s
ize

: r
an

ge
 o

f t
yp

ica
l r

at
ed

 p
la

nt
 c

ap
ac

ity
. 

Ch
ar

ac
te

ris
tic

 ti
m

e 
sc

al
es

: t
im

e 
sc

al
es

 w
he

re
 v

ar
ia

bi
lit

y 
sig

ni
fi c

an
t f

or
 p

ow
er

 s
ys

te
m

 in
te

gr
at

io
n 

oc
cu

rs
. 

Di
sp

at
ch

ab
ili

ty
: d

eg
re

e 
of

 p
la

nt
 d

isp
at

ch
ab

ili
ty

: +
 lo

w
 p

ar
tia

l d
isp

at
ch

ab
ili

ty
, +

+
 p

ar
tia

l d
isp

at
ch

ab
ili

ty
, +

+
+

 d
isp

at
ch

ab
le

. 

G
eo

gr
ap

hi
ca

l d
iv

er
sit

y 
po

te
nt

ia
l: 

de
gr

ee
 to

 w
hi

ch
 s

iti
ng

 o
f t

he
 te

ch
no

lo
gy

 m
ay

 m
iti

ga
te

 v
ar

ia
bi

lit
y 

an
d 

im
pr

ov
e 

pr
ed

ict
ab

ili
ty

, w
ith

ou
t s

ub
st

an
tia

l n
ee

d 
fo

r a
dd

iti
on

al
 n

et
w

or
k:

 +
 m

od
er

at
e 

po
te

nt
ia

l, +
+

 h
ig

h 
di

ve
rs

ity
 p

ot
en

tia
l. 

Pr
ed

ict
ab

ili
ty

: A
cc

ur
ac

y 
to

 w
hi

ch
 p

la
nt

 o
ut

pu
t p

ow
er

 c
an

 b
e 

pr
ed

ict
ed

 a
t r

el
ev

an
t t

im
e 

sc
al

es
 to

 a
ss

ist
 p

ow
er

 s
ys

te
m

 o
pe

ra
tio

n:
 +

 m
od

er
at

e 
pr

ed
ict

io
n 

ac
cu

ra
cy

 (t
yp

ica
l <

10
%

 R
oo

t M
ea

n 
Sq

ua
re

d 
(R

M
S)

 e
rro

r o
f r

at
ed

 p
ow

er
 d

ay
 a

he
ad

), 
+

+
 h

ig
h 

pr
ed

ict
io

n 
ac

cu
ra

cy
.

Ac
tiv

e 
po

w
er

 a
nd

 fr
eq

ue
nc

y 
co

nt
ro

l: 
te

ch
no

lo
gy

 p
os

sib
ili

tie
s e

na
bl

in
g 

pl
an

t t
o 

pa
rti

cip
at

e 
in

 a
ct

iv
e 

po
w

er
 c

on
tro

l a
nd

 fr
eq

ue
nc

y 
re

sp
on

se
 d

ur
in

g 
no

rm
al

 si
tu

at
io

ns
 (s

te
ad

y 
st

at
e,

 d
yn

am
ic)

 a
nd

 d
ur

in
g 

ne
tw

or
k 

fa
ul

t s
itu

at
io

ns
 (e

.g
., 

ac
tiv

e 
po

w
er

 
su

pp
or

t d
ur

in
g 

FR
T)

: +
 g

oo
d 

po
ss

ib
ili

tie
s, 

+
+

 fu
ll 

co
nt

ro
l p

os
sib

ili
tie

s.

Vo
lta

ge
 a

nd
 re

ac
tiv

e 
po

w
er

 c
on

tro
l: 

te
ch

no
lo

gy
 p

os
sib

ili
tie

s e
na

bl
in

g 
pl

an
t t

o 
pa

rti
cip

at
e 

in
 v

ol
ta

ge
 a

nd
 re

ac
tiv

e 
po

w
er

 c
on

tro
l d

ur
in

g 
no

rm
al

 si
tu

at
io

ns
 (s

te
ad

y 
st

at
e,

 d
yn

am
ic)

 a
nd

 d
ur

in
g 

ne
tw

or
k 

fa
ul

t s
itu

at
io

ns
 (e

.g
., 

re
ac

tiv
e 

po
w

er
 su

pp
or

t 
du

rin
g 

FR
T)

: +
 g

oo
d 

po
ss

ib
ili

tie
s, 

+
+

 fu
ll 

co
nt

ro
l p

os
sib

ili
tie

s.



624

Integration of Renewable Energy into Present and Future Energy Systems Chapter 8

shadowing effect of obstacles (buildings, trees, etc.) and cloud cover. 
Depending on weather conditions, the latter two can be quite variable 
over time scales as short as seconds (Woyte et al., 2007). Because of 
their specifi c differences, the generation characteristics of solar PV and 
CSP are discussed separately.

Solar PV
The electrical output of PV panels changes nearly instantaneously as the 
solar radiation incident on the panels changes. The variability of a large 
solar PV plant will to some degree be smoothed due to the footprint 
of the plant, particularly over very short time scales (roughly less than 
about 10 minutes for plants of the order of about 100 MW) (Longhetto 
et al., 1989; Kawasaki et al., 2006; Curtright and Apt, 2008; Mills et al., 
2009a; Marcos et al., 2011). The degree to which the variability and 
predictability of solar plants is smoothed will depend on the type of 
solar plants, the size of the individual plants, the geographic dispersion 
between sites, and prevailing weather patterns.

The aggregate variability of multiple solar plants will be smoothed by 
geographic diversity because clouds do not shade and un-shade dis-
persed plants simultaneously. This smoothing effect can substantially 
reduce the sub-hourly variability of the aggregate of several solar plants 
(Wiemken et al., 2001; Mills et al., 2009a; Murata et al., 2009; Hoff and 
Perez, 2010; Mills and Wiser, 2010). It can also lead to lower aggregate 
short-term forecast errors for multiple solar plants (Lorenz et al., 2009, 
2010). This smoothing effect of geographic diversity was shown to lead 
to comparable variability for similarly sited wind and solar plants in one 
region of the USA (Mills and Wiser, 2010).

Solar electricity predictions have forecast errors in cloudy weather. There 
is no production during the night, and the morning and evening ramps 
as well as the overall diurnal variation are predictable. Locally, for distri-
bution network control, prediction errors can be signifi cant but decrease 
relatively in larger systems (Lorenz et al., 2009).

Although the solar resource varies from region to region, the sun 
does shine everywhere. This increases the versatility with which solar 
PV can be sited in contrast to many other more location-dependent 
renewable resources. With regard to the impact on network infra-
structure, small and medium size solar PV is typically installed near to 
demand and connected at the distribution level. At low penetrations 
on distribution feeders (PV capacity < 100% peak load on feeder), PV 
may offset the need for distribution upgrades (where peak demand on 
the feeder occurs in daylight) and reduce losses. Large size PV plants, 
on the other hand, can be located far from the load centres, which 
typically requires additional network infrastructure.

Capacity factors of solar PV range between 12 and 27%. The lower capac-
ity factors are for fi xed tilt PV systems while the higher capacity factors 
typically utilize single axis tracking. Estimates of the capacity credit of 
PV range between 25 and 75% (Pelland and Abboud, 2008; Xcel Energy, 
2009; GE Energy, 2010), though lower values are possible at high levels 

of solar penetration and in electricity systems where demand patterns 
and PV output are poorly correlated. Additional analysis indicates the 
potential for high capacity credit at low solar PV penetration when, as 
in many cases, there is a high degree of coincidence between solar PV 
production and demand (Perez et al., 2008). Network-connected PV 
systems use inverters for grid interfacing, enabling in principle control 
of electrical characteristics relevant for grid integration (McNutt et al., 
2009). With additional controls it is possible for PV to even provide 
active power control through the plant inverters (Achilles et al., 2008), 
although this is always at a loss of PV production. Typical plant sizes 
range from a few kW to 100 MW but are increasing in size.

Concentrating solar power (CSP)
The smoothing effects due to geographic diversity for CSP are similar 
to those of solar PV. CSP, however, includes intrinsic thermal storage in 
its working fl uid and thus can have substantial thermal inertia. Thermal 
inertia, to a degree, smooths the effects of short-term variations in solar 
radiation. This thermal inertia can be further enhanced through the stor-
age of additional heated fl uid. Adequate thermal storage coupled with 
an increased size in the solar collector fi eld further smoothes plant out-
put due to passing clouds and allows for extended plant operations into 
or through the night.

CSP plants can only use the direct-beam portion of solar irradiance. Sites 
with high direct normal irradiance, greater than approximately 2,000 
kWh/m2/yr (7,200 MJ/m2/yr), are usually found in arid and semi-arid 
areas with reliably clear skies that typically lie at latitudes from 15° to 
40° N or S and at higher altitudes (IEA, 2010c). The size of the plant in 
relation to local land availability determines the plant location, which 
is not necessarily close to load centres and therefore may often require 
new transmission infrastructure.

Capacity factors of CSP plants range from 22 to 26% without thermal 
storage and can reach as high as 74% with more than 10 hours of ther-
mal storage (DOE and EPRI, 1997; Herrmann et al., 2004). In principle, 
without storage, the capacity credit of CSP can be similar to solar PV 
(Xcel Energy, 2009), whereas with storage, CSP’s capacity credit could 
be 89 to 93%, or nearly as high as for thermal plants (GE Energy, 2010). 
Aside from the increased capacity factor and capacity credit, thermal 
storage allows CSP plants to provide improved dispatchability (i.e., from 
partially dispatchable to dispatchable). CSP plants with signifi cant stor-
age have similar electrical power plant characteristics to non-renewable 
thermal units and thereby enhance the overall grid fl exibility to accom-
modate a larger share of variable energy sources. Plant sizes range from 
50 MW to 250 MW and larger.

Geothermal energy 
Geothermal resources can be utilized in a variety of sustainable power 
generating modes, including continuous low power rates, long-term 
(decades) cycles of high power rates separated by recovery periods, or 
uninterrupted high power rates sustained with effective fl uid reinjection. 
Geothermal energy typically provides base load electrical generation, 
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but it has also been used for meeting peak demand. Geothermal plants 
represent major investment and have low variable costs and thus would 
tend to be operated at maximum, sustainable rated output. Operating in a 
fl exible manner may be possible in some cases but it also may impact effi -
ciency (D.W. Brown, 1996). As a result, while it may be possible to balance 
demand and/or variable generation with geothermal resources (Bromley 
et al., 2006), the overall economic effectiveness of this approach requires 
detailed evaluation at specifi c sites. 

High-temperature hydrothermal-type geothermal reservoirs are geo-
graphically specifi c, and thus power generation will not always be near to 
population and load centres. Adding new geothermal resources often neces-
sitates extending the transmission network and thus involves infrastructure 
investments (e.g., Mills et al., 2011). However, in the future enhanced geo-
thermal systems will in principle have the potential of locating closer to 
demand (Tester et al., 2006). For new geothermal plants, capacity factors 
of 90% or higher are typically achieved (DiPippo, 2008), possibly declining 
over time with ageing. Geothermal plants use heat engines to drive electri-
cal generators and as such they are in general dispatchable to the degree 
that dispatching the plant does not degrade the geothermal reservoir. In 
some cases it may be possible for geothermal plants to provide other net-
work services such as frequency response and voltage control similar to 
thermal generation. The high availability of geothermal plants in California 
led to an estimated capacity credit of close to 100% (Shiu et al., 2006). 
Geothermal plant sizes can vary from small Stirling engine-based genera-
tors of a few kW up to steam plants of over 100 MW.

Hydropower (run-of-river, reservoir, pumped storage)
In addition to hydropower resources providing a source of RE, the gen-
eration characteristics of hydro resources further offer fl exibility to 
the power system to manage the variable output of other renewable 
resources. Through integrated strategies, hydropower can buffer fl uctua-
tions in supply and demand, increasing the economic value of the power 
delivered (US DOE, 2004). Hydropower plants can be classifi ed in three 
main categories according to operation and type of fl ow: run-of-river; res-
ervoir based (storage hydropower); and pumped storage. 

Run-of-river hydro facilities can exhibit substantial daily, monthly and 
seasonal variations depending on the precipitation and runoff in the 
catchment, and are built to operate with this variability. Some run-
of-river plants may have limited balancing storage (e.g., diurnal) for 
meeting daily peak demand during periods of low water availability. 
Variability and predictability can also be infl uenced by hydrological 
restrictions, for example from mutual infl uences of plants operated in 
cascade along a given river. There can also be limits due to minimum fl ow 
in rivers or other similar hydrological factors. Variations in the water avail-
ability are in general well predicted at time scales relevant for system 
operation. In-stream technology using existing facilities like weirs, barrages, 
canals or falls generates power as per available water fl ow without any 
restriction and storage (Section 5.3.1). 

For reservoir-based hydropower, when water is available, the electrical 
output of the plants is highly controllable and can offer signifi cant 
fl exibility for system operation. The reservoir capacity can vary from 
short term to seasonal to multi-seasonal. The energy storage in the 
reservoir allows hydro plants to operate in base load mode or as load 
following plants (Sections 5.3 and 5.5). Just like run-of-river hydro, 
the hydro plant fl exibility can be limited by legally binding restrictions 
concerning minimum levels in the reservoirs, minimum river fl ows and 
other possible restrictions.

Pumped storage plants pump water from a lower reservoir into an 
upper storage basin using surplus electricity and reverse fl ow to gener-
ate electricity during the daily high demand period or other periods that 
require additional fl exible generation (such as periods with high ramps). 
Pumped storage is a net consumer of energy due to pumping losses (not 
an energy source) (Section 5.3.1.3).

The geographic diversity potential of run-of-river hydropower is good; 
limiting factors are topography and precipitation conditions. The location 
of reservoir hydropower plants is very much geographically restricted 
and construction of large plants often requires substantial transmis-
sion network investments. Pumped hydro plants are similarly limited by 
economic constraints to areas that have suitable topography.

Capacity factors for run-of-river systems vary across a wide range (20 
to 95%) depending on the geographic and climatological conditions, as 
well as technology and operational characteristics. For reservoir hydro, 
capacity factors are often in the range of 30 to 60% (Section 5.3.1.2). 
The capacity credit of run-of-river and reservoir hydro depends on the 
correlation of stream fl ows with periods of high demand and the size 
of the reservoir, as well as plant operational strategies. Hydro systems 
with large multi-seasonal reservoirs have capacity credits comparable 
to thermal plants (i.e., 97% in British Columbia, Canada; Wangdee et al. 
2010). Such high capacity credit does depend on the size of the storage 
(Haldane and Blackstone, 1955; Billinton and Harrington, 1978) and the 
availability of other sources of energy during periods of regional drought 
(Barroso et al., 2003). A survey across a broad range of hydrologic and 
demand conditions for hydro lacking seasonal storage found capacity 
credits ranging between roughly 0 and 90% (Grimsrud et al., 1981). 
Some reservoir-based hydropower plants may be designed to operate as 
peaking power plants resulting in a low capacity factor but with a rela-
tively high capacity credit (Section 5.5). The capacity factor and capacity 
credit for pumped storage are dependent on the energy storage capacity 
and the operational strategy, but the capacity credit would be expected 
to be high.

Electrical power plant characteristics of reservoir hydro plants using syn-
chronous generators are similar to thermal generation; in fact, reservoir 
hydro can often provide rapid power control possibilities in excess of 
those possible with thermal units. Run-of-river plants use a variety of 
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conversion systems, including variable speed systems with power elec-
tronic converters. As a consequence, electrical output characteristics of 
these run-of-river plants in terms of power and voltage control possibili-
ties are comparable to wind power plants. The size of hydropower plants 
range from a few kW to over 20 GW.

Ocean energy (wave, tidal range, tidal and ocean currents, OTEC, 
salinity gradient)
Ocean energy comprises several different types of plant: wave energy; 
tidal range (due to the rise and fall of sea level, i.e., tidal barrages); 
tidal and ocean currents; Ocean Thermal Energy Conversion (OTEC); and 
salinity gradient. Virtually all ocean energy technologies are at best at 
the development or demonstration stage. Therefore, data are scarce in 
the scientifi c literature and much of what is available is heavily depen-
dent on simulation studies with little operational fi eld data.

The different forms of ocean energy are driven by very different natural 
energy fl ows and have different variability and predictability character-
istics. Wave energy is a spatially integrated form of wind energy and 
daily variability may to some extent be less than wind energy. Seasonal 
variability has been reported to be similar to wind (Stoutenburg et al., 
2010), however this is device dependent. Initial work on wave models 
and data shows that output can be forecasted and the models per-
form particularly well during high production situations (ECI, 2006). 
Forecasting performance for wave energy is reported to be comparable 
to wind and solar (Reikard, 2009).

Generation from both tidal range and tidal currents is variable in 
most confi gurations but production profi les are (almost) completely 
predictable. Phase differences in tidal currents between different loca-
tions within the same electrical power system could be exploited to 
realize signifi cant power smoothing (Khan et al., 2009). Ocean currents 
have low variability at power system operational time scales. OTEC 
derives from thermal gradients that are reasonably well understood 
and near-continuous base load operations would be expected. Salinity 
gradient power generation is at an early stage of research and should 
the technology become commercial it is likely that plants would 
operate at constant output.

Although all ocean technology requires access to the ocean, the appro-
priateness of specifi c locations varies by the type of ocean technology. 
Wave energy can be collected on or reasonably near to the shore, and 
perhaps in the future further out into the oceans. Tidal plants and ocean 
current plants may locate in very specifi c locations, usually necessitat-
ing network infrastructure investments (University of Edinburgh, 2006). 
Large collections of ocean energy generators will also result in temporal 
smoothing of the power output (Salter et al., 2002), but are located 
some way from land and/or load centres.

There are a few studies with indicative values for capacity factors and 
capacity credit. Radtke et al. (2010) have shown that tidal range can 

have very low capacity credit (i.e., less than 10% for the example stud-
ied), while the capacity factor of tidal range is expected to be 22.5 to 
28.5% (Section 6.3.3). Bryans et al. (2005) report capacity factors of 19 
to 60% and capacity credit of 10 to 20% for tidal current. The higher end 
of the capacity factor and capacity credit range is achieved by down-
sizing the electrical generator and curtailing output during peak tidal 
currents. Stoutenburg et al. (2010) report capacity factors of 22 to 29% 
and capacity credit of 16% for wave energy off the coast of California. 
For Scottish wave energy, a capacity factor of 31% has been reported 
(University of Edinburgh, 2006).

Tidal range uses synchronous generators, and has electrical characteris-
tics similar to thermal plants. Wave devices usually make use of power 
electronic converters for grid connection. Equally, tidal and ocean 
current turbines tend to be variable speed and thus converter con-
nected. The electrical plant characteristics of wave, tidal current and 
ocean current may therefore be comparable to wind power plants. Plant 
sizes are 0.1 to 300 MW for tidal range, and will vary depending on the 
number of modules for other ocean energy technologies.

Wind energy
The electrical output of wind power plants varies with the fl uctuating 
wind speed, with variations at all time scales relevant for power system 
planning, scheduling and operations (Holttinen et al., 2009). The vari-
ability of aggregated wind power output diminishes with geographical 
dispersion and area size, because of the decreasing correlation of wind 
speeds (Section 7.5.1). Prediction accuracy of wind power plant output 
decreases with the time span of prediction horizon, and improves with 
area size considered (Chapter 7). Control systems at the wind turbine, 
wind plant and area level (e.g., groups of distributed wind power plants) 
can be used to reduce the power output fl uctuations when needed for 
secure power system operation (e.g., during extreme weather and low 
load situations), but at the cost of lost production. 

In general, wind power plants are distributed over existing 
networks. However, access to areas of high wind resources, for exam-
ple offshore or remote onshore, often requires extension of existing 
transmission networks.

Wind capacity factors depend on wind climate and technology used. Fleet-
wide wind capacity factors are of the order of 20% to as high as 40% for 
onshore wind depending on the location, and even higher for offshore 
wind (Section 7.2). The capacity credit of aggregated wind power at low 
to medium penetrations is around 5 to 40%, depending on location, and 
diminishes with increasing penetration level (Section 7.5). Electrical power 
plant characteristics are determined by the type of conversion system and 
control characteristics of wind power plants. Although many existing wind 
plants have induction generators, as a general trend, modern wind power 
plants are connected to the power system via power electronic convert-
ers, and can be equipped to provide grid services such as active power, 
reactive power and voltage control, frequency response (inertial type 
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response) FRT and power system support during network faults (Section 
7.5.3). Recent onshore wind power plant sizes have typically ranged from 
5 to 300 MW and offshore from 20 to 120 MW, though smaller and larger 
plant sizes do exist, including the recently commissioned 500 MW Greater 
Gabbard offshore plant in the UK.4

Challenges with integrating renewable resources into electrical 
power systems
Most RE resources are location specifi c. Therefore, renewable-generated 
electricity may need to be transported over considerable distances. For 
example, China’s windy regions are often far from population and load 
centres. Scotland’s tidal current resource is a long distance from a sig-
nifi cant population. In the USA, the largest high quality wind resource 
regions and land with signifi cant biomass production are located in the 
Midwest, a signifi cant distance from the predominantly coastal popu-
lation. In many of these cases, additional transmission infrastructure 
can be economically justifi ed (and is often needed) to enable access to 
higher quality (and therefore lower cost) renewable resource regions 
by electricity load centres rather than utilizing lower quality renewable 
resources located closer to load centres. Many renewable sources can 
also be exploited as embedded generation in distribution networks, 
which may have benefi ts for the system when at moderate penetration 
levels, but also can pose challenges at higher penetration levels (e.g., 
voltage rise, see Masters (2002)).

Also, as discussed above, certain RE sources lack the fl exibility needed 
to deal with certain aspects of power system operation, in particular 
balancing supply and demand. This is because they are subject to signifi -
cant variability across a wide range of time scales important to electrical 
power systems and also experience more uncertainty in predicted out-
put. Furthermore, renewable plants may displace non-renewable plants 
that have heretofore provided the required fl exibility. Some renewable 
sources (hydropower with reservoirs and bioenergy) may help to manage 
this challenge by providing fl exibility. However, overall balancing will 
become more diffi cult to achieve as partially dispatchable RE penetra-
tions increase. Particular challenges to system balancing are situations 
where balancing resources are limited (e.g., low load situations with 
limited operational capacity).

Furthermore, increased penetration of RE production will require renew-
able generators to become more active participants in maintaining the 
stability of the grid during power system contingencies. Depending on 
local system penetration, network faults can trigger the loss of signifi -
cant amounts of generation if the renewable generation resources are 
concentrated in a particular section of the power system and connec-
tion requirements have not properly accounted for this risk. A solution is 
to require renewable capacity to participate when possible in transient 
system voltage control thus supporting recovery from network faults 
(EirGrid, 2009, 2010b).

4 www.sse.com/PressReleases2011/FirstElectricityGeneratedGreaterGabbardWalney/.

There are also challenges with regard to very short-term system bal-
ancing (i.e., frequency response). At high penetration levels the need 
for frequency response will increase unless supplementary controls are 
added (Pearmine et al., 2007). Many of the renewable technologies do 
not lend themselves easily to such service provision. In addition, RE inter-
faced through power electronics may displace synchronous generators, 
thereby reducing the overall system inertia and making frequency con-
trol more diffi cult. Research and development is in progress to deliver 
frequency response from time variable sources such as modern wind 
turbines,5 and some equipment with frequency response and inertial 
response is already available (Section 7.7). This is a subject of ongoing 
research (Doherty et al., 2010) and development (Miller et al., 2010).

The output of the different renewable sources is not in general well cor-
related in time, so if power systems include a wide range of renewable 
sources, their aggregate output will be smoother thus easing the chal-
lenge of electrical power system balancing. Such a portfolio approach 
to generation should thus be assessed, but as noted above, many of the 
renewable resources are highly geographically specifi c so that benefi cial 
combinations of renewable sources may not always be practicable.

Lastly there is the additional challenge of managing the transition from 
the predominant generation mixes of today to sustainable sources 
required for the low carbon power systems of the future. Major changes 
will be required to the generation plant mix, the electrical power sys-
tems infrastructure and operational procedures if such a transition is to 
be made. Specifi cally, major investments will be needed and will need 
to be undertaken in such a way, and far enough in advance, so as to not 
jeopardize the reliability and security of electricity supply.

8.2.1.3 Integration of renewable energy into electrical 
 power systems: experiences, studies and options 

As electrical power systems worldwide are different, there cannot be one 
recipe that fi ts all when examining the integration of RE. Dispatchable 
renewable sources (hydro, geothermal, bioenergy, CSP with storage6 ) 
may require network infrastructure but, in many cases, may offer extra 
fl exibility for the system to integrate variable renewable sources (hydro-
power in particular). Partially dispatchable RE technologies (wind, solar 
PV, certain forms of ocean energy), on the other hand, will pose addi-
tional challenges to electrical power systems at higher penetration levels. 

There is already signifi cant experience in operating electrical power sys-
tems with large amounts of renewable sources (e.g., 2008 fi gures on 
an energy basis are: Iceland 100%; Norway 99%; Austria 69%; New 
Zealand 64%; and Canada 60% (IEA, 2010b)). High percentages of 

5 It is worth noting that older wind technologies provided this response inherently, 
although not as well as synchronous generation (see Mullane and O’Malley, 2005).

6 CSP without additional storage is partially dispatchable and with several hours of 
storage can be considered dispatchable. 
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renewable electricity generation generally involve dispatchable renew-
able sources, in particular hydropower and geothermal (e.g., 2008 
fi gures on an energy basis are: Norway 99% hydro; Iceland 75% hydro 
and 25% geothermal (Nordel, 2008)). Large shares of bioenergy are not 
so common in electrical energy systems, but Finland produces 11% of 
its electrical energy from bioenergy (Statistics Finland, 2009). A number 
of other countries have managed operations with more than 10% of 
annual supply coming from wind energy. In addition, integration stud-
ies provide insight into possible options for future systems to cope with 
higher penetration of partially dispatchable renewable sources.

This subsection addresses the integration of RE in three ways. 
First, it discusses actual operational experience with RE integration. 
Second, it highlights RE integration studies that have evaluated the 
potential implications of even higher levels of RE supply. Finally, it 
discusses the technical and institutional solutions that can be used to 
help manage RE integration concerns. This section has a focus on the 
developed world as this is where most experience and studies exist to 
this point.  Autonomous systems are covered here to a degree, while 
issues associated with such systems are covered in a more dedicated 
fashion in Section 8.2.5.

Integration experience
It is useful to distinguish between experience with RE generation plants 
that can be dispatched (hydro, bioenergy, geothermal, CSP with stor-
age) and variable renewable sources that are only partially dispatchable 
(wind, solar PV, and certain types of ocean energy).
 
Dispatchable renewable sources (bioenergy, CSP with storage, 
geothermal, hydro)
Experience from biopower plants is similar to that from fossil fuel ther-
mal power plants in power system operation. As the plants are, at least 
in principal, dispatchable they can also offer fl exibility to the power 
system. Even with CHP plants there are ways to operate the plants so 
that the electricity production is not totally dependent on the heat load. 
In Finland, for example, the larger plants use back pressure turbines 
equipped with auxiliary condensing units making it possible to maintain 
effi cient electricity production even when heat load is low (Alakangas 
and Flyktman, 2001). Experience from Denmark shows that when oper-
ating with thermal storage, small biopower CHP plants can provide 
electricity according to system needs (market prices) and thus help in 
providing fl exibility (Holttinen et al., 2009).

A renewable integration cost report from California, analyzing real data 
from CSP plants from 2002 to 2004 shows consistently high generation 
during peak load periods given the natural tendency of solar generation 
to track demand that is largely driven by cooling loads. The auxiliary 
natural gas boilers on some of the CSP plants in the studied region 
augmented solar generation during the peak demand periods. The vari-
ability and ramping of the CSP plants was reported to be of the same 
(relative) magnitude as for wind power (Shiu et al., 2006).

Adding new geothermal resources has often meant extending the 
transmission network and thus infrastructure investments. For exam-
ple, in New Zealand the construction of a 220 kV double circuit is 
planned to facilitate development of geothermal generation (up to 
800 MW) in the North Island of New Zealand (TransPower, 2008; W. 
Brown, 2010). Geothermal resources typically produce power (and 
heat) on a stable basis and there is considerable experience with 
their use, mostly operating like base load units (Shiu et al., 2006). In 
California, the existing geothermal generation was assessed for inte-
gration impacts based on real output data from the years 2002 to 
2004 and was found to impose a very small regulation cost. Because 
of the very low forced outage rates for geothermal units (0.66%) and 
low maintenance rates (2.61%) during the 2002 to 2004 period, geo-
thermal plants were also able to provide more capacity credit to the 
system than the benchmark units (Shiu et al., 2006).

Adding new hydropower resources has meant extending the trans-
mission network and thus required network investments. Examples 
include northern Sweden, northern Italy, the USA, and northern 
Quebec, Canada (Johansson et al., 1993) and more recently in China 
(X. Yang et al., 2010). The large seasonal and interannual variability 
of hydropower is usually tackled by building large reservoirs where 
possible. Aggregation of different regions can help in smoothing hydro 
resource variability, since the changes over weeks and years are not 
exactly the same in neighbouring areas. The experience from Nordic 
countries (Sweden, Norway, Finland, Denmark) shows that the large 
differences in infl ow between a dry and a wet year (up to 86 TWh (309 
PJ) when mean yearly hydro production is 200 TWh (720 PJ)) can be 
managed with strong interconnections to the large reservoir capacity 
of 120 TWh (432 PJ) in Norway and Sweden and thermal power avail-
ability in Finland and Denmark (Nordel, 1996, 2000). Interconnection 
to neighbouring systems has been shown to have a large impact 
on the way hydro is used, since it infl uences the plant mix and thus 
changes hydro scheduling (Gorenstin et al., 1992).

The operational cost of hydropower plants is very low; the challenge 
for scheduling is to use the limited amount of water as effi ciently as 
possible (Sjelvgren et al., 1983). The fl exibility of hydropower is often 
used as an effective balancing option in electrical power systems (Pérez-
Díaz and Wilhelmi, 2010). Switzerland has a fl exible hydro system with 
both reservoirs and pumping facilities, and that system is currently used 
for daily balancing in the whole interlinked system including Germany, 
France and Italy (Ochoa and van Ackere, 2009). The fl exibility of hydro-
power can be observed by comparing the changes in the daily prices 
in different countries. In hydro-dominated systems the price differences 
are relatively small since water is easily moved from low price periods 
to high price periods until the price difference is small (Sandsmark and 
Tennbakk, 2010). Hydropower is a low cost balancing option for daily 
load following, as can be seen from the Nordic day-ahead market. 
Sandsmark and Tennbakk (2010) show that the normalized average 
hourly prices during working days, 2001 to 2003, varied much less in the 
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Nordic hydro-dominated system than in Germany where thermal power 
is used for balancing.

Partially dispatchable renewable sources (solar PV, ocean, wind)
Partially dispatchable renewable sources pose greater challenges to sys-
tem operators. In essence these sources of generation cannot be fully 
controlled (dispatched) since they refl ect the time-varying nature of 
the resource. The main way in which they can be controlled is through 
reduction of the output. This is in contrast to dispatchable generation 
that can be controlled by increasing or reducing fuel supply.

Solar PV penetration levels remain quite limited despite high growth 
rates of installed capacity in certain countries. For example, in Germany 
where active programmes of PV installation have been successful, about 
10 GW of PV were installed by the end of 2009, producing 1.1% (6.6 
TWh or 23.76 PJ) of German electrical energy in 2009 (BMU, 2010). Local 
penetration levels of PV are already higher in southern parts of Germany 
(Bavaria has the largest concentration of installations), however, and 
reinforcements have been needed in certain distribution networks, 
mainly in rural areas with weak grid feeders and high local penetra-
tion levels. In strong urban grids there has only been a marginal need 
for grid reinforcement. There is concern that severe grid disturbances 
with strong frequency deviations can be worsened by large amounts of 
PV systems (Strauss, 2009). Due to this, the German guideline for the 
connection to medium-voltage networks requires a defi ned frequency/
power drop for frequencies above 50.2 Hz (BDEW, 2008). Protection 
systems in distribution grids also have to be adapted to ensure safety 
(Schäfer et al., 2010). In general, these adaptations and guidelines indi-
cate that it is important that solar PV become a more active participant 
in electrical networks (Caamano-Martin et al., 2008). In Japan, several 
demonstration projects have provided experience with technologies 
related to over-voltage protection through reverse power fl ow control 
by generation curtailment and battery control, prevention of islanding 
(Ueda et al., 2008), and verifi cation of grid stabilization with large-scale 
solar PV systems (Hara et al., 2009). In the USA, some infrastructure 
investments have been driven by solar energy. California has approved 
the Sunrise Powerlink, a 193 km, 500 kV line that will connect high-
quality solar areas in the desert (for both PV and CSP plants), as well as 
geothermal resources, to the coastal demand centre of San Diego (U.S. 
Forest Service, 2010).

Some initial reports are also emerging that analyze the variability of 
groups of PV plants (Wiemken et al., 2001; Murata et al., 2009; Hoff and 
Perez, 2010; Mills et al., 2011). Local weather situations like clouds, fog 
and snow are factors that cause variability and challenge short-term 
forecasting. All of these studies, using data from different regions of the 
world, indicate that the variability of groups of PV plants is substantially 
smoothed relative to individual sites, particularly for sub-hourly vari-
ability. Day-ahead forecast errors using weather prediction models have 
been shown to provide forecasts with only slightly lower accuracy (still 
<5% forecast error normalized to installed power) (Lorenz et al., 2010).

Operational ocean energy capacity is effectively in the form of a few 
individual plants, typically of modest capacity, thus no extensive integra-
tion experience with larger installations or collections of plants exists.

The majority of the experience with partially dispatchable RE integration 
comes from the wind sector (Section 7.5.3.2). West Denmark has a 30% 
wind penetration and has hit instantaneous penetration levels of more 
than 100% of electricity demand coming from wind power (Söder et al., 
2007). But West Denmark is a small control area that is synchronously 
well connected to the much larger Continental Europe system. Ireland 
has a small power system with very limited interconnection capac-
ity to Great Britain. Ireland has an 11% wind energy penetration level 
(2009) and has coped with instantaneous power penetration levels of 
up to 50% (EirGrid, 2010b). Section 7.5.3.2 provides further information 
on the Danish and Irish systems. Spain and Portugal are medium size 
control areas with relatively weak synchronous connections to the rest of 
the Continental Europe system. They both have about 15% wind energy 
penetration and have coped, at times, with 54 and 71% instantaneous 
power penetration levels, respectively (Estanqueiro et al., 2010). There 
are also several wind-diesel systems where wind provides a large part of 
the energy for autonomous systems (e.g., in Alaska, USA, the Cape Verde 
islands, Chile and Australia (Lundsager and Baring-Gould, 2005)).

Many systems report the need for new grid infrastructure both inside 
the country/region as well as interconnection to neighbouring countries/
regions. Grid planning includes grid reinforcements as well as new lines 
(or cables) for targeted wind power. Wind power is normally not the only 
driving force for the investments but it is a major factor (e.g., Ireland 
(EirGrid, 2008); Germany (Dena, 2010); Portugal, (REN, 2008); Europe 
(ENTSO-E, 2010); the USA (MTEP, 2008)). In the USA, a lack of transmis-
sion capacity to move the wind energy from the best wind resource 
areas, most of which are remote, to the distant load centres has been 
clearly identifi ed. A challenge for transmission planning is to resolve the 
timing confl ict of fi nancing for the wind plants needing transmission 
access (i.e., wind plants can be permitted and constructed in 2 to 3 years 
while it may take 5 to 10 years to plan, permit and construct a transmis-
sion line). Another related issue is the need for cost recovery certainty 
(see Chapter 11). At the regional level in the USA, Texas has addressed 
these issues with the establishment of a Competitive Renewable Energy 
Zone (CREZ) process, which allows transmission to be built and paid for 
in advance of the construction of the wind plants. The completed CREZ 
transmission projects will eventually transmit approximately 18.5 GW 
of wind power. The estimated time of completion is the end of 2013 
(CREZ, 2010). This model is being applied to other parts of the USA 
and is beginning to be explored in Europe. In Portugal, the investments 
reported for added transmission capacity to integrate wind production 
have been USD2005 185 million in the period 2004 to 2009 for increas-
ing wind penetration from 3 to 13% (Smith et al., 2010a). The network 
investment plan for the period 2009 to 2019 is another USD2005 138 
million dedicated to the connection of wind and other (comparatively 
small) independent producers (REN, 2008). China has rapidly become 
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the world’s largest market for wind power plant installations, and is 
therefore also beginning to confront the challenges of transmission and 
integration. Much of the wind power plant construction is occurring 
in northern and north-western China, in locations remote from major 
population centres, and is necessitating signifi cant new transmission 
infrastructure (e.g., Liao et al., 2010; Liu and Kokko, 2010; Deng et al., 
2011). The pace of wind power plant construction has also created a lag 
between the installation of wind power plants and the connection of 
those plants to the local grid (e.g., Liao et al., 2010; Deng et al., 2011).

In North Germany, a transitional solution allowing curtailments of 
wind power was made while waiting for the grid expansion in order 
to protect grid equipment such as overhead lines or transformers from 
overloads (Söder et al., 2007). Germany has also changed the stan-
dard transmission line rating calculation to increase the utilization of 
the existing grid. Dynamic line ratings, taking into account the cooling 
effect of the wind together with ambient temperature in determining 
the transmission constraints, can increase transmission capacity and/or 
delay the need for network expansion (Abdelkader et al., 2009; Hur et 
al., 2010). In the UK, some wind projects accept curtailments in order 
to lower the connection cost to the (distribution) grid that otherwise 
would need reinforcements (Jupe and Taylor, 2009; Jupe et al., 2010). 
Curtailment was particularly high in Texas in 2009 with 17% of all 
potential wind energy generation within the Electric Reliability Council 
of Texas curtailed (Wiser and Bolinger, 2010).

Many countries have already experienced high instantaneous wind pen-
etration during low demand situations. Wind power is usually last to be 
curtailed. However, when all other units are already at minimum (and 
some shut down), system operators sometimes need to curtail wind 
power (Söder et al., 2007) to control frequency. Denmark has solved 
part of the curtailment issues by increasing fl exible operation of CHP 
and by lowering the minimum production levels used in thermal plants 
(Holttinen et al., 2009). Experience from both Denmark and Spain shows 
that when reaching penetration levels of 5 to 10%, an increase in the 
use of reserves can be required, especially for reserves activated on a 
10 to 15 minute time scale although, so far, no new reserve capacity 
has been built specifi cally for wind power (Söder et al., 2007; Gil et al., 
2010). In Portugal and Spain, new pumped hydro is planned to be built 
to increase the fl exibility of the power system, mainly to avoid curtail-
ment of wind power (Estanqueiro et al., 2010). In small power systems 
such as those on islands, system balancing is more challenging due to 
a lack of load aggregation (Katsaprakakis et al., 2007). Power system 
operators have reported challenging situations for system balancing 
caused by high ramp rates for wind power production during storms 
when individual wind power plant production levels can drop from rated 
power to zero over a short time span, due to wind turbines cutting out. 
Due to aggregation effects, the impact on the power system/control 
area is often spread over 5 to 10 hours, however, and these events are 
rare (once in one to three years) (Holttinen et al., 2009).

In Ireland some curtailments have been due to concerns about low iner-
tia (Dudurych, 2010b) and consequently susceptibility to instability in 

the system due to high instantaneous wind penetration and low system 
load. Currently, the issue of low inertia is unique to small systems like 
Ireland and possible solutions are being investigated (EirGrid, 2010b). 
In order to allow higher instantaneous penetration levels, the capa-
bility of wind power plants to provide (some) ancillary services must 
be improved. Equally, fl exible balancing plants that can operate at 
low output levels and deliver stabilizing services would facilitate high 
instantaneous penetrations.

Low inertia has not, as yet, caused a problem for larger power systems 
but is being investigated (Vittal et al., 2009; Eto et al., 2010). Concerns 
about frequency regulation and stability have resulted in instantaneous 
penetration limits in the range of 30 to 40% for wind power on some 
Greek islands, including Crete (Caralis and Zervos, 2007a; Katsaprakakis 
et al., 2007; RAE, 2007). Frequency control and frequency response 
requirements associated with integration of Danish wind generation 
are reported to be virtually nonexistent (Eto et al., 2010) because the 
contribution of Danish wind generation is comparatively small in the 
large interconnected Continental Europe and Nordic systems (Denmark 
is connected to both). Experiences reported by the system operators in 
the Iberian Peninsula (Spain and Portugal) are consistent with those in 
Denmark in that no signifi cant frequency impacts have been observed 
that are the result of wind power variation (Eto et al., 2010).

Formal forecasting methodologies are now implemented by system 
operators in many countries with high wind penetration (e.g., Denmark, 
Spain and Germany), with user acceptance/demonstration trials taking 
place in countries elsewhere (Ackermann et al., 2009; Grant et al., 2009). 
In Australia, the experience from a real-time, security-constrained, fi ve-
minute dispatch spot market, associated derivative and frequency 
control ancillary services markets, and a fully integrated wind energy 
forecasting system show that markets can in principle be designed to 
manage variable renewable sources (MacGill, 2010). Managing the vari-
ability and limited predictability of wind power output in China is made 
more complex by (1) China’s reliance on coal-fi red generation and the 
relatively low capacity of more fl exible generation sources, especially in 
the regions where wind development is most rapid; (2) the still-develop-
ing structure of China’s electricity and ancillary services markets; (3) the 
limited historical electricity trade among different regions of China; and 
(4) grid code requirements for wind plant installations that, historically, 
have been somewhat lenient (e.g., Yu et al. 2011). As a result of some of 
these factors, wind power plant curtailment has become common, espe-
cially in northern China. In Japan, the low fl exibility of the power system 
has led to the development of certain options, such as requiring bat-
teries in wind farms to reduce the night time variability (Morozumi et 
al., 2008).

There are short- and longer-term impacts of wind energy on wholesale 
electricity prices (Section 7.5.3.1). In Denmark, the Nordic electricity 
market is used for balancing wind power. The system operator bal-
ances the system net imbalance during the hour and passes this cost 
to all generators that have contributed to the imbalance, as balancing 
costs. Balancing costs for wind power are incurred when there are 
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differences between the wind generation bid into the market (accord-
ing to forecasts) and the actual production. The balancing cost of 
Danish wind power from the Nordic market has been approximately 
USD2005 1.37 to 2.98 per MWh (0.38 to 0.82 USD2005/GJ) of wind energy 
(Holttinen et al., 2009). The Danish case also shows how interconnec-
tion benefi ts the balancing task: when Denmark is separated from the 
Nordic market area due to transmission constraints, the prices become 
very volatile with day-ahead market prices going to zero during 
windy low-load periods and with balancing prices also being affected 
(Ackermann and Morthorst, 2005; see also Section 7.5.3.2). There is 
already some initial experience in Germany and in the Denmark/Nordic 
market about how wind power impacts day-ahead electricity market 
prices—during hours with a lot of wind, the market prices are lowered 
(Munksgaard and Morthorst, 2008; Sensfuß et al., 2008). Other expe-
rience shows that wind power will increase the volatility in market 
prices when there is a high wind penetration in the market (Jónsson et 
al., 2010). Chapter 7 discusses the short- and longer-term impacts of 
wind energy on wholesale electricity prices (Section 7.5.3.1).

In Spain, the reliability impact of wind generation of greatest concern 
has been when network faults (for example short circuits) occur (Smith 
et al., 2010a). This concern is in part due to the older wind turbines 
deployed in Spain not being capable of FRT. Large amounts of wind 
power can therefore trip off the grid because of a short-lived tran-
sient disturbance of the grid (voltage drop). This problem has been 
addressed by new grid code requirements for wind power that have 
been adopted in many systems (Tsili and Papathanassiou, 2009) 
(Section 7.5.2.2). Germany has also changed the grid code to require 
FRT capability from wind turbines as simulated cases showed the 
possibility of losing more than 3,000 MW of wind power in a rather 
limited area in North Germany (Dena, 2005; Holttinen et al., 2009). The 
USA has also adopted a FRT requirement in FERC Order 661-A (FERC, 
2005) as have a number of other jurisdictions (see Section 7.5.2.2 for 
more detail on grid codes for wind energy). The grid codes also require 
wind turbines to provide reactive power and in some regions also to 
take part in voltage and frequency control (Söder et al., 2007). Work 
in Spain has shown that wind power plants can contribute to voltage 
support in the network (Morales et al., 2008).

In Germany, wind and solar power have already created problematic 
fl ows through neighbouring systems (mainly the Netherlands and 
Poland; Ernst et al. (2010)). 

Also of some concern is the possibility of low wind power production at 
times of high load. However, so far wind power has been built as addi-
tional generation and thus no problems with capacity adequacy were 
reported at least until 2007 (Söder et al., 2007). 

Events in Germany in 2006 (UCTE, 2006) suggest that more and better 
information is needed in the control rooms of system operators, and 
also at the regional level (Section 7.5.3.2). Indeed, experiences from 
Denmark, Germany, Spain, Portugal and the USA show that system 
operators need to have on-line real-time variable renewable generation 

data together with forecasts of expected production (Holttinen et al., 
2009). This can be challenging as variable renewable generation is 
sometimes from small units and is often connected to the distribution 
system. In Spain and Portugal, decentralized control centres have been 
established to collect on-line data and possibly to control smaller vari-
able renewable power plants (Morales et al., 2008; J. Rodriguez et al., 
2008). Experience from the USA shows that when most of the genera-
tion is connected to the transmission system, this is not as much of a 
problem, due to the requirement that wind plants provide supervisory 
control and data acquisition (SCADA) capability to transmit data and 
receive instructions from the transmission provider to protect system 
reliability (FERC, 2005). 

Experience of a more institutional nature is the processing of large num-
bers of grid-connection applications that has led to group processing 
procedures in Ireland and Portugal (Holttinen et al., 2009; EirGrid, 2010a). 
Also the assessment of grid stability has required model development 
for wind turbines and wind power plants (Section 7.5.2.1). One high 
level experience that applies to integrating any form of generation into 
electrical power systems is the public opposition to overhead network 
infrastructure (Devine-Wright et al., 2010; Buijs et al., 2011). Evidence 
of this can be seen in Ireland and Denmark where needed transmission 
investment (not necessarily related to RE integration) is being opposed 
vigorously and burial options are being considered (Ecofys, 2008; 
Energinet.DK, 2008). Burying low voltage distribution networks is com-
mon practice, technically not challenging, but is more expensive. Burying 
high voltage transmission is rare, technically challenging and can be 
very costly (EASAC, 2009). The related issue of planning and permitting 
RE technologies is dealt with in detail in Section 11.6.4.

Results from integration studies for variable renewable sources
Numerous studies of RE integration have been undertaken over recent 
decades. It should be reiterated that integration issues are highly sys-
tem specifi c and resource related and consequently there is a wide 
diversity of results and conclusions. To date most integration studies 
have focused on increasing levels of wind energy (typically above 
existing experience). Some recent large-scale studies look at both 
wind power and other renewable sources like solar and wave energy. 
There are very few dedicated and comprehensive solar or ocean inte-
gration studies, but there are some smaller-scale studies. Some of the 
results obtained from wind integration studies can also be applied to 
solar and wave integration.

The specifi c issues investigated in the wind integration studies vary 
and the methods applied have evolved over time, with studies build-
ing upon the experience gained in previous efforts (Section 7.5.4). 
Best practices are emerging and models are being improved (Smith et 
al., 2007; Söder and Holttinen, 2008; Holttinen et al., 2009). The main 
issues studied are the feasibility of integrating high levels of wind 
energy, the impact on the reliability and effi ciency of the power system 
and the measures required to facilitate the increased levels of wind 
energy. Impacts typically considered include: effects on balancing at 
different time scales (e.g., any increase needed in reserves or ramping 
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requirements); effects on the scheduling and effi ciency of other power 
plants; impacts on grid reinforcement needs and stability; and impacts 
on generation adequacy and therefore long-term reliability. The large-
scale studies briefl y outlined below have been selected to illustrate key 
issues arising from wind integration into electrical power systems.7 
More detail on wind integration at low to medium penetration levels 
(i.e., <20%) can be found in Section 7.5.4.

A Danish analysis concluded that integration of a 50% penetration of 
wind power into the electricity system in Denmark by 2025 is technically 
possible without threatening security of supply (EA Energy Analyses, 
2007). To do so would require new power system architectures that inte-
grate local grids and consumers into system operation, coupling power 
generation, district heating (Section 8.2.2) and transport (Section 8.3.1), 
together with improved wind power forecasts and optimal reserve 
allocation. A strong transmission grid with connections to interna-
tional markets will be needed, supported by a framework for improved 
international cooperation and harmonized operational procedures. In 
particular, the international electricity market must effi ciently handle 
balancing and system reserve provisions across borders. Also, demand 
response would have to play a greater role as wind power penetrations 
increase (Energinet.DK, 2007; Eriksen and Orths, 2008).

The European Wind Integration Study (EWIS) and TradeWind are the fi rst 
studies that examined wind integration at a European continental level. 
EWIS was led by a system operator consortium, and analyzed up to 185 
GW of wind in 2015 (EWIS, 2010). TradeWind was led by a wind industry 
representative organization, the European Wind Energy Association, and 
analyzed up to 350 GW of wind in 2030 (TradeWind, 2009). Both studies 
identifi ed the main interconnection upgrades needed (a total of 29 lines 
for 2015 by EWIS and a total of 42 lines for 2030 by TradeWind) and 
concluded that those interconnections would bring technical and eco-
nomical benefi ts for the system in the short and long term. EWIS results 
pointed out that signifi cant changes are needed in dispatch and inter-
connectors will be used more extensively. Additional measures needed 
to maintain system security include faster protection schemes, more 
reactive power compensation devices, faster ramping of other plants, 
and additional protection measures when using dynamic line rating for 
increasing network capacity. Future wind plants need to be equipped 
with state-of-the art FRT capability. The joint operation of the European 
network needs to be better coordinated, and dedicated control centres 
for renewable sources should be implemented similar to those in Spain 
(Morales et al., 2008; J. Rodriguez et al., 2008). Large-scale storage and 
demand side management were not found to bring signifi cant benefi ts. 
The costs for upgrading the network for 185 GW wind by 2015 were 
found to be approximately 5.6 USD/MWh8 (approximately 1.6 USD/GJ), 
while the additional deployment of reserves were estimated at 3.6 USD/
MWh8 (approximately 1.0 USD/GJ) (EWIS, 2010). TradeWind calculated 

7 Some of the studies also investigate other renewable sources but are dominated by 
wind.

8 Conversion to 2005 dollars is not possible given the range of study-specifi c 
assumptions.

the economic benefi ts of an offshore meshed transmission grid in the 
North Sea that could connect 100 GW wind power and improve electric-
ity trade across the countries around the North Sea. Finally, the wind 
power capacity credit was found to be signifi cantly higher when cross 
border transmission capacity in Europe was increased (TradeWind, 2009). 

The U.S. Eastern Wind Integration and Transmission Study (EnerNex 
Corporation, 2010) examined three scenarios representing alternative 
build-outs of 20% wind energy, and a single build-out of 30% wind 
energy. The study found that new transmission would be required for all 
scenarios to avoid signifi cant wind curtailment. In spite of the diverse 
locations of wind energy in the various scenarios, there is a common 
core of transmission that is required in each scenario. The study found 
that large regional control areas and signifi cant changes in markets, 
tariffs and operations would be required. New transmission was found 
to enlarge the potential operating footprint, which decreases loss of 
load expectation and increases wind capacity credits. The wind capacity 
credit ranged from 16 to 23% in the lowest of three years, to 20 to 31% 
in the highest year. Adding new transmission increased the capacity 
credit of wind power by about 2 to 10 percentage points, depending on 
the year, scenario build-out and transmission additions. 

The US Western Wind and Solar Integration Study (GE Energy, 2010) 
looks at a large regional electrical power system and fi nds that 30% 
wind and 5% “solar energy penetration is operationally feasible pro-
vided signifi cant changes to current operating practice are made” (GE 
Energy, 2010). The changes include greater control area cooperation 
and sub-hourly generation and interchange scheduling. At penetration 
levels of 30% all available fl exibility from coal and hydropower plants 
was found to be crucial for the operation of the power system. Up to a 
20% penetration level relatively few new long distance interstate trans-
mission additions were required assuming full utilization of existing 
transmission capacity. Wind was found to have a capacity credit of 10 to 
15%, solar PV was 25 to 30% and CSP with six hours of thermal energy 
storage was 90 to 95%.

High system RE penetrations in the limited capacity and weakly 
interconnected Irish electricity system are anticipated to give rise to 
demanding integration challenges. Studies (AIGS, 2008; EirGrid, 2010b) 
have shown that 42% renewable sources including 34% wind is techni-
cally feasible at modest additional cost. Nonetheless, there will be a 
need for extensive transmission infrastructure development and a com-
plementary fl exible generation plant portfolio. Dynamic studies were 
also identifi ed as a need, and the fi rst stage of these was completed in 
2010 (EirGrid, 2010b). It was confi rmed that the technical performance 
of renewable and non-renewable generation to support high levels of 
renewable generation (mainly wind) is important. Operational limita-
tions for non-synchronous generation, which may alter the fundamental 
characteristics of the electrical power system, may result in some curtail-
ment of renewable generation but these operational restrictions will not 
prevent achievement of national targets for RE penetration (i.e., 40% 
electrical energy). However, these limitations will result in signifi cant 
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curtailment if higher targets are set (assuming non-synchronous gen-
eration technology) and the economic barriers could be very signifi cant. 
Similar operational limitations have also been reported for other island 
systems (Papathanassiou and Boulaxis, 2006).

The Hawaii Clean Energy Initiative (NREL, 2010) specifi cally identifi es up 
to 400 MW of wind energy capacity offshore from Molokai and Lanai 
that could be brought by undersea cables (AC and/or DC) to Oahu as part 
of a diversifi ed portfolio of RE technologies. The goal is 40% renewable 
electrical energy penetration. To accommodate the expected very high 
instantaneous penetration levels, the thermal generation minimum on-
line level may need to be lowered and ramping capabilities increased. 
State-of-the-art wind and solar forecasting were also recommended.

There are also some studies on integration of wind in autonomous sys-
tems. On some islands, the maximum allowed wind power penetration 
has been restricted (Weisser and Garcia, 2005). Several studies have 
shown that this fi xed limit does not guarantee system security and in 
some instances is not necessary. It has also been shown that it is pos-
sible to operate the power system of Crete with a high level of wind 
penetration while maintaining a high level of security when adequate 
and appropriate frequency and voltage control response from the other 
units are available (Karapidakis, 2007). Caralis and Zervos (2007b) 
investigate the use of storage in small autonomous Greek island sys-
tems where wind penetration is restricted for operational and dynamic 
reasons. They found that storage may reduce operational costs. 

Many studies have specifi cally looked at the cost effectiveness of 
electricity storage to assist in integrating wind (Ummels et al., 2008; 
Denholm et al., 2010; Holttinen et al., 2011; Tuohy and O’Malley, 2011). 
Outside of autonomous energy systems, where storage may be more 
essential (Section 8.2.5), these studies have found that for wind pen-
etration levels of as much as 50%, the cost effectiveness of building new 
electricity storage is still low when considering the need for wind inte-
gration alone due to the relatively higher cost of storage in comparison 
to other balancing options (excluding hydropower with large reservoirs 
and some pumped hydro). As and if storage costs decline, a greater role 
for storage in managing RE variability can be expected.

In general, the higher penetration studies have often been from island 
systems (Hawaii, Ireland). In such cases, the studies can be and need to be 
more detailed (AIGS, 2008; EirGrid, 2010b; NREL, 2010). Moreover, island 
systems (Hawaii, Ireland, Greek islands) are interesting as they can hit 
large penetrations faster, providing important early lessons for larger elec-
tric systems, and frequency control is more challenging. Another important 
trend, however, has been to study even larger areas in order to capture 
the impacts of variable renewable sources on a system wide basis, taking 
into account potentially valuable exchange possibilities (TradeWind, 2009; 
EnerNex Corporation, 2010; EWIS, 2010; GE Energy, 2010). 

A useful attempt has been made to summarize the results of a number 
of recent wind integration studies (Holttinen et al., 2009). The studies 

cover different penetrations and systems and exhibit a wide range of 
results. Important conclusions include: 

• Required increase in short-term reserve of 1 to 15% of installed wind 
power capacity at 10% penetration and 4 to 18% of installed wind 
power capacity at 20% penetration. The increased reserve require-
ment was calculated for the worst case (static, not dynamic) and 
does not necessarily require new investments for reserve capacity; 
rather generators that were formerly used to provide energy could 
now be used to provide reserves. The reserve requirements will be 
lower if shorter time scales are used in operation (gate closure time 
in markets).

• Increase in balancing costs at wind penetrations of up to 20% 
amounted to roughly 0.14 to 0.56 US cents/kWh9 (roughly 0.4 to 1.6 
USD/GJ) of wind power produced (see also Section 7.5.4.2). Balancing 
costs refl ect increased use of reserves and less effi cient scheduling 
of power plants. Though there is an increase in balancing costs and 
less effi cient scheduling of power plants, the studies show a signifi -
cant overall reduction of operational costs (fuel usage and costs) due 
to wind power even at higher penetration levels. Wind power is still 
found to lead to emission savings even with the increased integration 
effort (Denny and O’Malley, 2006; Mills et al., 2009b; Section 7.6.1.3).

• Capacity credit of wind is in the range of 5 to 40% of installed capac-
ity depending on penetration, wind regime and correlation between 
wind and load (Keane et al., 2011a). 

• The cost of grid reinforcements due to wind power is very depen-
dent on where the wind power plants are located relative to load 
and grid infrastructure. Grid reinforcement costs roughly vary from 0 
USD/kW to 378 USD/kW,9 refl ecting different systems, countries, grid 
infrastructure and calculation methodologies. The costs are not con-
tinuous; there can be single very high cost reinforcements. There can 
also be differences in how the costs are allocated to wind power.

While no large-scale and comprehensive studies have been conducted 
solely on the integration of solar there is a substantial body of work on 
the topic appearing in the literature. As PVs are installed predominantly 
locally, there is the possibility of reducing grid losses to the extent that 
the production coincides with demand (Wenger et al., 1994; Chowdhury 
and Sawab, 1996). At higher penetration, however, upgrades may be 
required to enable power to fl ow from the distribution feeder back to 
the transmission system without incurring large losses (Paatero and 
Lund, 2007; Liu and Bebic, 2008). In addition, voltage rise in distribution 
grids is an issue for PV integration (Widén et al., 2009). Thomson and 
Infi eld (2007), however, show that in a typical urban UK network with 
a very high PV penetration level (2,160 Wpeak on half of all houses), 
only small increases in average network voltages occur. Different stud-
ies propose solutions in order to avoid grid reinforcement such as 

9 Conversion to 2005 dollars is not possible given the range of study-specifi c assump-
tions.
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decentralized voltage control with reactive power (Braun et al., 2009). 
This could be performed by the PV inverters themselves (Stetz et al., 
2010) or by other measures used for smart voltage control. Besides sup-
porting frequency control and performing decentralized voltage control, 
other ancillary services could be provided by smart PV inverters. Such 
inverters can perform fi ltering/compensation of harmonics and support 
the fault behaviour of the power system with appropriate FRT capabili-
ties (Notholt, 2008). In Japan, the target for PV is 28 GW in 2020 and 53 
GW in 2030, which would supply around 3 and 6% of the total demand, 
respectively. Several demonstration projects in Japan addressed grid 
stabilization with large-scale PV systems by controlling PV generation 
and local demand (Kobayashi and Kurihara, 2009). 

In some locations, adding solar PV to the system near demand centres 
may avoid the need to expand the transmission network. Kahn et al. 
(2008) illustrates a case in California where adding PV near coastal load 
centres would negate the need for signifi cant transmission investments 
when compared with other renewable sources, in particular the transmis-
sion built to access solar PV, CSP, and geothermal in the desert described 
in the previous section. This benefi t is likely to depend on local conditions 
and therefore vary greatly from region to region. 

The capacity credit of solar varies in different parts of the world and by 
solar technology. In some electrical power systems due to high cooling 
demand at the peak load period, CSP with thermal energy storage can 
provide a capacity credit comparable to a thermal generator (GE Energy, 
2010). The capacity credit for PV and CSP without thermal storage is much 
more dependent on the correlation of peak demand and the position of 
the sun (Pelland and Abboud, 2008; Perez et al., 2008; Xcel Energy, 2009; 
GE Energy 2010). The capacity credit of solar PV will drop as deployment 
increases (a similar characteristic to wind, see Section 7.5.2.4) due to the 
high degree of correlation between solar PV plants from the deterministic 
change of the position of the sun (Perez et al., 2008).

Managing the short-term variability of solar PV will be somewhat 
similar to that of wind power. The variability of solar PV systems can 
be considerable in partly cloudy weather and also with fog or snow 
(Lorenz et al., 2009; Mills et al., 2011). The ramping up and down dur-
ing morning and evening of solar output, even if highly predictable 
and sometimes coinciding with load ramping, can also impose a large 
variation for electrical power systems with large amounts of solar PV 
energy (Denholm et al., 2009).

At increasingly high penetrations of solar PV and CSP without thermal 
storage (>10% annual energy production), the net demand (demand 
less solar production) will become increasingly low during the middle 
of the day when the sun is shining, while the night time net demand 
will not be reduced by these solar resources. Power systems with infl ex-
ible power plants may fi nd it challenging to provide energy through 
the night, ramp down during daylight hours and then ramp back up at 
night. Infl exible electrical power systems are expected to therefore fi nd 
integrating high levels of PV and CSP without thermal storage diffi cult 

without curtailing a signifi cant amount of solar energy production 
(Denholm and Margolis, 2007). 

Limited research exists in the published literature about ocean energy 
integration, but one review compared the integration of ocean 
energy with wind energy (Khan et al., 2009). Since there is little or 
no operational experience with ocean energy, the results are based 
only on simulations with little real data to validate the results. At an 
overall system level, however, the variability of ocean energy output is 
not expected to pose any greater challenges than the variability from 
wind power. However, short-term output fl uctuations of wave energy 
plants could be greater than those from wind plants. Ocean wave 
resources are expected to have greater predictability than wind power 
because estimation of wave characteristics involves reduced uncertain-
ties when compared to wind owing to its slower frequency of variation 
and direct dependence on wind conditions. 

Bryans et al. (2005) explore methods of deployment and control of 
tidal current, including the down rating of the generator relative to tur-
bine size and operational output reduction, to reduce the capital cost, 
increase capacity factor and reduce the impact on the grid system. The 
capacity credit (10 to 20%) and capacity factor (19 to 60%) of tidal 
current were also quantifi ed. Denny (2009) used an electricity market 
model to determine the impact of tidal current generation on the oper-
ating schedules of the other units on the system and on the resulting 
cycling costs, emissions and fuel savings. It is found that for tidal current 
generation to produce positive net benefi ts for the case study, the capi-
tal costs would have to be less than USD2005 560/kW installed, which is 
currently an order of magnitude lower than the estimated capital cost of 
tidal current (Section 6.7). 

Studies show that combining different variable renewable sources will 
be benefi cial in smoothing the variability and decreasing overall uncer-
tainty. A study undertaken in California, where the system load peak is 
driven by space cooling demand, shows that the average solar and wind 
plant profi les when considered in aggregate can be a good match to the 
load profi le and hence improve the resulting composite capacity credit 
for variable generation (GE Energy Consulting, 2007). It should be noted 
that the negative correlation between wind and solar in California is not 
universal; there are many sites where positive correlation exists (e.g., 
Ireland, where the wind tends to peak in the late afternoon (Hasche 
et al., 2010). The combination of wind and hydro in British Columbia, 
Canada, was shown to lead to an improved capacity credit for hydro by 
using wind power to conserve water stored in the reservoir (Wangdee 
et al., 2010). Likewise, the independence of wind power and stream 
fl ows can reduce the risk of energy defi cits in hydro-dominated systems 
(Denault et al., 2009). Additional analysis specifi cally on wind-hydro 
coordination is part of the ongoing IEA Wind Task 24.10 

An analysis of high penetrations of RE in Denmark found that a mixture 
of wind, wave and solar power minimizes excess generation of RE. Wind 

10 http://www.ieawind.org/Annex_XXIV.shtml
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energy consistently contributed 50% of the RE mixture. The wave and 
solar share changed depending on the overall RE fraction (H. Lund, 2006). 
The potentials for reductions in variability when combining wave and 
wind energy have been reported for Scotland (University of Edinburgh, 
2006), Ireland (Fusco et al., 2010) and California (Stoutenburg et al., 
2010). How much of the reduction in variability is associated with the 
geographic diversity as opposed to the different resources remains an 
open question. Similarly, any benefi ts of technology diversity should be 
compared to the costs of diversifying the RE mix relative to the cost of 
a less diverse portfolio. 

In summary, the results of integration studies for variable renewable 
sources vary depending on the system being analyzed, the level and 
type of renewable sources being considered and the methods and avail-
able data used in the analysis. However, some general messages can 
be drawn from the results. Studies show clearly that combining differ-
ent variable renewable sources, and resources from larger geographical 
areas, will be benefi cial in smoothing the variability and decreasing over-
all uncertainty for the power systems. The key issue is the importance of 
network infrastructure, both to deliver power from the generation plant 
to the consumer as well as to enable larger regions to be balanced; 
the options described below all need to be considered using a portfo-
lio approach. There is a need for advanced techniques to optimize the 
infrastructure capacity required for variable renewable sources that have 
low capacity factors (Burke and O’Malley, 2010). The requirement to bal-
ance supply and demand over all time scales raises the need for access 
to fl exible balancing resources (fl exible generation, demand response, 
storage; NERC, 2010b) as well as the need to use advanced techniques 
for demand and supply forecasting and plant scheduling (NERC, 2010a). 
There is also a need for market or other mechanisms to ensure that all 
the complementary services necessary to balance supply and demand 
over all time scales are provided at a reasonable cost (Smith et al., 
2010b; Vandezande et al., 2010).

Integration Options
The general form of the solutions required to accommodate a high pen-
etration of renewable sources is largely known today. There is already 
considerable experience operating power systems with large amounts 
of renewable sources, and integration studies have also offered valu-
able insights into how high penetrations of renewable sources can be 
successfully achieved. This section examines in more detail the most 
important options identifi ed to date. This should not be taken as a 
complete or defi nitive list since the future will no doubt open up new 
options and strategies. In addition, these options should not be viewed 
as competing in all circumstances, or that focussing on a single option 
will resolve all issues. Instead, for most electrical power systems, many, 
if not all of the options considered will be required, although the degree 
to which each is important may vary from one electrical power system to 
the next and over time (see Section 8.2.5 for a discussion of the autono-
mous systems and which of these options may be most appropriate in 
those circumstances).

Improving network infrastructure
Strengthening connections within an electrical power system, and 
introducing additional interconnections to other systems, can directly 
mitigate the impact of variable and uncertain RE sources. With strength-
ened connections, electrical energy can more easily be transmitted 
from where it is generated to where it can be consumed, without being 
constrained by bottlenecks or operational concerns. This argument also 
holds true for other generation and distributed loads, such that addi-
tional transmission may be viewed as of value to the entire system, 
rather than an integration cost associated with renewable generation. 
However, with much of this renewable generation being connected 
at the distribution level in some countries, greater cooperation and 
transparency will be required between distribution system operators 
and transmission system operators (Sebastian et al., 2008). Network 
expansion and refurbishment is an ongoing process to ensure security 
of supply and economic effi ciency and to realize internal energy mar-
kets (ENTSO-E, 2010). Operating as part of a larger balancing area, 
or sharing balancing requirements across electrical power systems, 
reduces the integration cost associated with renewable generation 
and reduces the technical and operational challenges. The opportunity 
then also exists to exploit the geographical diversity of supply from 
RE sources to reduce net variability and uncertainty. This may also 
enable a wider range of renewable sources to be accessed, bringing 
further potential aggregation benefi ts due to the imperfect correlation 
between different renewable sources: for example, the concept of 
bringing together the solar-rich regions of northern Africa and the 
Middle East with the windy regions of mainland Europe (Pihl, 2009). 

While power systems have traditionally employed AC connections to 
link dispersed generation to dispersed loads, there can be advantages 
to using DC connections instead (Meah and Ula, 2007). For example, 
for long point to point transmission lines (>500 km approximately) 
there will be a capital cost saving, while for underground or sub-sea 
connections, issues surrounding reactive power requirements are dras-
tically reduced (Velasco et al., 2011). Consequently, DC connections 
are increasingly seen as attractive for capturing energy from offshore 
renewable sources, and for creating sub-sea interconnections between 
neighbouring countries/regions. However, issues surrounding meshed 
(rather than point-to-point) high voltage DC (HVDC) grids remain to be 
resolved (Henry et al., 2010). The investments required to put in place 
such infrastructure will be substantial and the value they add to the 
system needs to be carefully assessed (EASAC, 2009).

Employing communications technology to monitor and control larger 
electrical power system areas will enable more effi cient use of the 
network infrastructure and reduce the likelihood of bottlenecks and 
other constraints. The cost of implementation of a secure and reli-
able communications and network infrastructure, however, could well 
be high, depending on previous investment in the networks and the 
geographical location of potential renewable generator sites rela-
tive to the existing network. The variability and uncertainty of some 
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renewable sources may result in local network constraints, but such 
concerns may be solvable if the renewable (or embedded) generation 
can provide network support services such as reactive power (Keane 
et al., 2011b). This capability exists for modern wind generators, 
although incentives to exploit it are generally lacking (Martinez et al., 
2008). Opportunities to realize the potential of fl exible AC transmis-
sion system (FACTS) devices (which already exist, but have only been 
installed in small numbers) and other power fl ow control devices may 
also develop, as and when system stability issues arise (X.-P. Zhang et 
al., 2006; Hingorani, 2007; Tyll and Schettler, 2009). 

Delivering new network infrastructure will face institutional chal-
lenges, in particular to provide incentives for the required transmission 
investments and to ensure social acceptance of new overhead lines or 
underground or sub-sea cables (see also Sections 11.6.4, 11.6.5 and 
8.2.1.3). Investment in new transmission is, for example in Europe, 
the business of transmission system operators who recover their costs 
through transmission usage system charges. In some situations it is 
possible to divide the costs between different stakeholders. An effec-
tive framework should anticipate the need for transmission upgrades, 
so as not to inhibit investment in desirable new generation capacity 
(renewable or otherwise). Public opposition to new transmission lines 
can develop, traditionally linked with visual impacts (Devine-Wright et 
al., 2010), environmental concerns and the perceived impacts of elec-
tromagnetic fi elds on human health (Buijs et al., 2011). Underground 
cables are an available, but not necessarily preferable, option to alleviate 
such problems: cable reliability and maintenance concerns are potentially 
higher, and the investment cost will be much higher. With long under-
ground connection distances (i.e., over 50 km approximately), DC will be 
the preferred technology (Schultz, 2007). 

Increased generation fl exibility
Thermal generation provides most of a power system’s existing fl ex-
ibility to cope with variability and uncertainty, through its collective 
ability to ramp up, turn down and cycle as needed (Troy et al., 2010). An 
increasing penetration of variable renewable sources implies a greater 
need to manage variability and uncertainty, and so greater fl exibility is 
required from the generation mix. This can imply either investment in 
new fl exible generation or improvements to existing power plants to 
enable them to operate in a more fl exible manner. Retirement of exist-
ing infl exible generation may further accelerate this process, whereas 
the use of storage hydropower has been found to facilitate opera-
tional integration. Thermal power plants can be designed or retrofi tted 
to ramp up and down faster and more frequently, but this will in 
general have a cost, both in capital and operational terms (Carraretto, 
2006). A challenge is to achieve all of these aims in such a way that 
unit effi ciency is not lowered so much that costs and emissions are 
signifi cantly increased (Denny and O’Malley, 2006). Variable renew-
able generators can also be a focus for a degree of fl exibility, for 
example limiting the rate at which they increase their output, and 
providing local voltage support for the network. Such capabilities are 
increasingly standard for wind generation (Z. Chen et al., 2009), but 
much less so for other variable renewable technologies. Increasing 

the fl exibility of the generation fl eet can occur progressively as power 
plants are modernized and investors see the need for more fl exible 
operation to better respond to system or market needs. A signifi cant 
future issue will be that as more variable generation comes online, 
dispatchable generation may be displaced thus reducing the amount 
of fl exibility available. Ensuring that future power plants can maintain 
stable and profi table operation at output levels lower than at present 
will help to address this concern, but system operators will need to 
carefully monitor the dynamic stability of the power system to ensure 
safe and secure system operation.

In parallel with increasing targets for RE sources in electrical power 
systems across the world, it should also be noted that non-renewable 
options for low carbon generation, such as nuclear and fossil fuel with 
CCS are also in active development. With technology choices being made 
for economic, technical, social and political reasons, RE generation must 
recognize factors that may help, or in some cases hinder, future growth. 
For example, deployment of newer technologies such as integrated gas-
ifi cation combined cycle (IGCC) with carbon capture and sequestration 
and further deployment of nuclear technology (fi ssion and also possibly 
fusion in the distant future) could have impacts on RE integration. These 
technologies may, for example, lack the required fl exibility to help inte-
grate variable renewable sources (Q. Chen et al., 2010), meaning that 
high penetrations of both RE and IGCC/CCS or nuclear may pose special 
integration challenges. 

Synergies and connections also exist between the electricity sector and 
other energy sectors, so, for example, combining electricity and heat 
allows for greater fl exibility in the electricity side as thermal storage 
options are already cost effective (Kiviluoma and Meibom, 2010). RE 
will also have impacts on the dispatch of gas deliveries in the systems 
where it is mainly gas power plants that react to increasing fl exibility 
needs (Qadrdan et al., 2010).

Demand side measures
Flexible elements of demand, such as remotely switched night storage 
heating (Fox et al., 1998), have long been used, and often with good 
cost effi ciency (Buckingham, 1965), to aid system operation. However, 
implementations tend to be proprietary in nature, installed over small 
geographical areas and with limited demand controllability actually 
offered. The development of advanced communications technology, 
with smart electricity meters linked to control centres, offers the poten-
tial to access much greater levels of fl exibility from demand. One of the 
key opportunities is to make domestic demand fl exible. Through pricing 
electricity differently at different times, and in particular higher prices 
during higher load periods, electricity users can be provided with incen-
tives to modify and/or reduce their consumption. Such demand side 
management schemes, in which individual discretionary loads respond 
to price signals and/or external response ‘request’ signals, are seen as 
having a large potential (Brattle Group et al., 2009; Centolella, 2010). 
Thermal loads are ideal and include air conditioning, water heating, 
heat pumps and refrigeration, since the appliance can be temporarily 
switched on/off without signifi cant impacts on service supply due to 
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intrinsic energy storage (Stadler, 2008). Water desalination, aluminium 
smelting, ice production, production line inventory, oil extraction from 
tar sands and shale deposits etc. can offer a similar fl exibility (Kirby, 
2007; Kirby and Milligan, 2010). Commercial entities may be particularly 
attractive, as installations will tend to be larger (load served), they are 
more likely to participate in schemes that deliver cost savings and they 
may be more willing to invest in necessary equipment. Electric vehicles 
represent an emerging load, but uncertainty exists about public uptake, 
battery performance and daily charging patterns. Vehicle battery charg-
ing, or even vehicle battery discharging, is potentially a further example 
of a discretionary load that can be controlled to assist in daily electrical 
power system operation (Kempton and Tomic, 2005).

All forms of demand side management require consumer engage-
ment, in terms of changes in behavioural patterns, social acceptance 
and privacy/security issues. The implications of these various factors 
are not fully understood at present and more research is required. In 
addition, the amount of peaking plant that can be replaced by demand 
side measures is not fully understood (Earle et al., 2009; Cappers et al., 
2010). Furthermore, a market or incentive system is required. Real-time 
electricity pricing (or some approximation) may be more widely adopted, 
whereby the electricity cost to the user more accurately refl ects the cost 
of supply. However, demand side schemes are required that not only 
enable consumers to participate but actively encourage such behaviour, 
and correctly allocate charges and payments where required.

Although demand side measures have historically been implemented to 
reduce average demand or demand during peak load periods, demand 
side measures may potentially contribute to meeting electrical power 
system needs resulting from increased variable renewable generation. 
The low capacity credit of some types of variable generation, for instance, 
can be mitigated through demand side measures that reduce demand 
during peak load periods (Moura and de Almeida, 2010). Additionally, 
demand that can quickly be curtailed without notice during any time 
of the year can provide reserves (Huang et al., 2009), which have the 
potential to reduce electrical power system costs and emissions associ-
ated with short-term balancing of variable generation (Strbac, 2008; GE 
Energy, 2010). Demand that is fl exible and can be met at anytime of the 
day can also participate in intra-day balancing, which mitigates day-
ahead forecast errors for variable generation (Klobasa, 2010). Demand 
that responds to real-time electricity prices, on the other hand, may 
mitigate operational challenges for thermal plants that are expected 
to become increasingly diffi cult with variable generation, including 
minimum generation constraints and ramp rate limits (Sioshansi and 
Short, 2009). Challenges with managing electrical power systems 
during times with high wind generation and low demand, meanwhile, 
may be mitigated to a degree with demand resources that can provide 
frequency regulation (Kondoh, 2010). Off-peak electrical vehicle charg-
ing increases electrical demand and may reduce curtailment of variable 
renewable generation in high penetration scenarios (Lund and Kempton, 
2008; Kiviluoma and Meibom, 2011).

The economic viability of any of these demand side measures should 
be evaluated relative to meeting the system needs with other 
resources, including renewable resources. Ultimately, however, access-
ing the fl exibility of demand to mitigate variable renewable resources 
will depend on the integration of the demand side into system plan-
ning, markets and operations along with adequate communication 
infrastructure between power system operators and load aggregators/
customers. It will also be necessary to engage, inform and provide 
incentives to users to participate in such schemes.

Demand side participation may have a particular role in small autono-
mous systems where there is limited access to other balancing resources.

Energy storage
At any given time, the amount of energy stored at plants in the form of 
fossil fuels or water reservoirs is large (Wilson et al., 2010). The amount 
of energy that can be converted into electricity and then converted back 
into stored energy, called electricity energy storage, is currently much 
more modest. The most common form of large-scale electrical energy 
storage is the mature technology of pumped hydro storage. Since the 
fi rst pumped hydro storage plant was built in the late 1920s, over 300 
plants with approximately 95 GW of pumped hydro capacity have been 
built in the world (Deane et al., 2010). Additionally, two large-scale com-
mercial compressed air energy storage plants have been operating in 
Germany and the USA since 1978 and 1991, respectively, and a num-
ber of additional facilities are being planned or are under construction 
(H. Chen et al., 2009). Electrical energy storage is used in power systems 
to store energy at times when demand/price is low (i.e., off peak dur-
ing the night /weekend) and generate when demand/price is high (i.e., 
at peak times during the afternoon). In addition, energy storage units 
can be very fl exible resources for an electrical power system, and if cor-
rectly designed can respond quickly when needed (Mandle, 1988; Strunz 
and Louie, 2009). Technologies such as batteries or fl ywheels that store 
smaller amounts of energy (minutes to hours) can in theory be used 
to provide power in the intra-hour timeframe to regulate the balance 
between supply and demand in microgrids or in the internal network of 
the energy user (behind the electricity meter). Whether such technologies 
will be widely deployed will depend on capital costs, cycle effi ciency and 
likely utilization (H. Chen et al., 2009; Ekman and Jensen, 2010). However, 
coupled with demonstration programs, market rules and tariffs are gradu-
ally being introduced to provide incentives for the participation of new 
technologies (Lazarewicz and Ryan, 2010; G. Rodriguez, 2010). Battery 
technology is an area of active research, with costs, effi ciencies and other 
factors such as lifetime being improved continuously. 

By storing electrical energy when renewable output is high and 
the demand low, and generating when renewable output is low 
and the demand high, the curtailment of RE will be reduced, and the 
base load units on the system will operate more effi ciently (DeCarolis 
and Keith, 2006; Ummels et al., 2008; Lund and Salgi, 2009; Denholm 
et al., 2010; Loisel et al., 2010; Tuohy and O’Malley, 2011). Storage can 
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also reduce transmission congestion and may reduce the need for, or 
delay, transmission upgrades (Denholm and Sioshansi, 2009). In auton-
omous systems, in particular, storage can play a particularly important 
role (Section 8.2.5).

When using storage to assist the integration of variable generation, 
storage should be viewed as a system asset to balance all forms of vari-
ability, including demand variations, as opposed to dedicating a storage 
unit to a single variable source. It is generally not cost effective to pro-
vide dedicated balancing capacity for variable generation in large power 
systems where the variability of all loads and generators is effectively 
reduced by aggregation, in the same way as it is not effective to have 
dedicated storage for outages of a certain thermal power plant, or to 
have specifi c plants following the variation of a certain load. 

Market prices or system costs should determine how the storage asset 
is best used. The value of storage depends on the characteristics of 
the power system in question: its generation mix; its demand profi le; 
connectivity to other systems; and the characteristics of the variable 
renewable generation plant (Tuohy and O’Malley, 2011). This is true 
for all power systems, including small autonomous systems (Caralis 
and Zervos, 2007a; Katsaprakakis et al., 2007). Storage must ultimately 
compete against increased interconnection to other electrical power 
systems, greater use of demand side measures, and the other options 
outlined here (Denny et al., 2010). The most effective choice is likely 
to be system specifi c and the economics will be affected by any spe-
cifi c electricity market incentives. Large-scale development of energy 
storage at the present time, however, remains questionable due to the 
generally high capital cost and inherent ineffi ciency in operation, unless 
these costs and ineffi ciencies can be justifi ed through a reduction in 
curtailment, better use of other fl exible resources or more effi cient 
operation of the system more generally (DeCarolis and Keith, 2006; 
Ummels et al., 2008; GE Energy, 2010; Nyamdash et al., 2010; Tuohy 
and O’Malley, 2011). At the same time, storage technologies have attri-
butes that have not, to this point, been fully valued in all electricity 
markets. For example, storage technologies that can provide ancillary 
services and very fast injections of energy for short periods of time may 
be able to provide virtual inertia particularly on isolated or weakly con-
nected power systems (Wu et al., 2008; Delille et al., 2010). As these 
additional benefi ts are valued and as storage costs decline, the role of 
electrical storage in balancing supply and demand and assisting in RE 
integration is likely to increase.

Improved operational/market and planning methods
Existing operational, planning and electricity market procedures are 
largely based around dispatchable generation and predictable load 
patterns. The software tools that support these activities are largely 
deterministic in nature. In order to cope with increased penetrations 
of variable and uncertain generation, however, there is a greater need 
to identify sources of fl exibility in operating the system, to develop 
probabilistic (rather than deterministic) operations and planning tools 

(Bayem et al., 2009; Papaefthymiou and Kurowicka, 2009) and to 
develop more advanced methods to maintain the electrical stability 
of the electrical systems. More fundamentally, real-time operations 
and long-term planning have traditionally been viewed as separate, 
decoupled activities. With high renewable penetrations, the two pro-
cesses must come closer together such that a system is planned that 
can actually be operated in an economic and reliable manner (Swider 
and Weber, 2007).

To help cope with the variability and uncertainty associated with vari-
able generation sources, forecasts of their output can be combined with 
stochastic unit commitment methods to determine both the required 
reserve to maintain the demand-generation balance, and also the 
expected optimal unit commitment (Meibom et al., 2011). This ensures 
less costly, more reliable operation of the system than conventional 
techniques. Wind (generation) forecasting systems have been developed 
that include ensemble probabilistic forecasting, and the technology is 
reaching maturity, with high forecast accuracies now achievable (NERC, 
2010a Giebel et al., 2011). Forecasting systems for other variable RE 
sources (e.g., wave and solar) will need to be developed in parallel with 
commercial implementation of the devices. In addition, future fore-
casting systems, for all renewable sources, must include the ability to 
adequately predict extreme conditions, persistent high or low resource 
availability and exceptional power ramp rates (Greaves et al., 2009; 
Larsen and Mann, 2009).

Moving to larger balancing areas, or shared balancing between areas, 
is also desirable with large amounts of variable generation, due to 
the aggregation benefi ts of multiple, dispersed renewable sources 
(Milligan et al., 2009). Institutional changes may be required to enable 
such interaction with neighbouring systems and electricity markets 
(e.g., policies on transmission pricing), with the underlying assump-
tion that adequate interconnection capacity is in place. The creation of 
the European Network of Transmission System Operators for Electricity 
as the fi rst continental transmission system operators association with 
legal obligations to establish binding rules for cross-border network 
management and a pan-European grid plan follows this principle. 
Similarly, by making decisions closer to real time (i.e., shorter gate 
closure time in markets) and more frequently, a power system can use 
newer, more accurate information and thus dispatch generating units 
more economically (TradeWind, 2009; EWIS, 2010; Weber, 2010). Using 
a higher time resolution (intra-day, with resolutions of fi ve minutes or 
less) provides a better representation of variability and the required 
balancing (Milligan et al., 2009), and so also enables more optimal 
decisions to be made closer to real time. In addition, institutional or 
electricity market structures must evolve such that they can quantify 
the fl exibility requirements of the power system, and put measures in 
place to reward it (Arroyo and Galiana, 2005). In addition, reduced 
utilization of thermal generation may require an examination of 
market mechanisms to reduce investor risk (e.g., capacity payments, 
longer-term contracts) (Newbery, 2005, 2010).
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Advanced planning methods are also required to optimally plan the 
upgrade and expansion of the electrical networks to ensure that vari-
able generation can be connected in an effi cient manner, especially 
considering the large geographical and remote areas that will some-
times be involved. Methods should ensure best usage of the existing 
transmission and distribution networks, as well as the best locations 
for upgrades or extensions (Keane and O’Malley, 2005). Planning 
methods should also move from ‘snapshot’ type studies, where the 
times of greatest system risk are well known, towards studies that 
consider the variable nature of renewable generation, recognizing 
correlations between different renewable sources and daily/seasonal 
patterns, and how this can cause risk at different times throughout the 
year (Burke and O’Malley, 2010). New metrics, similar to those already 
used in long-term resource planning, also need to be developed to 
ensure that suffi cient short-term fl exibility is planned for (NERC, 2009; 
Lannoye et al., 2010). This will require an understanding of the variabil-
ity and uncertainty that variable renewable sources bring to different 
time scales, and how these increase the existing load variability and 
uncertainty in the short and long term (capacity adequacy). Detailed 
modelling of all sources of fl exibility will be required, including gen-
eration and demand response, such that planning studies refl ect the 
operational potential (NERC, 2010b,c).
 
On-line stability analysis tools must also be developed to ensure that 
the electrical power system is secure and robust against plausible 
eventualities (Dudurych, 2010a; P. Zhang et al., 2010), with optimal 
network confi gurations determined, and system recovery strategies 
identifi ed in advance. Effective operation and management of the 
potentially large numbers of generation units will be very challenging 
and require a sophisticated information and communication infrastruc-
ture (J. Rodriguez et al., 2008). The emergence of more sophisticated 
network monitoring and control, coupled with demand side manage-
ment and storage options, will ease the integration of RE sources into 
electrical power systems, but the control systems and decision-making 
systems required to monitor and manage the resulting complexity at 
both the distribution network level and transmission network level 
remain to be developed.

Summary and knowledge gaps:
RE can be integrated into all types of electrical power systems, from large 
interconnected continental-scale systems to small autonomous systems. 
System characteristics including the network infrastructure, demand 
pattern and its geographic location, generation mix, control and commu-
nication capability combined with the location, geographical footprint, 
and variability and predictability of the renewable resources determine 
the scale of the integration challenge. As the amounts of RE resources 
increase, additional electricity network infrastructure (transmission and/or 
distribution) will generally have to be constructed. Time variable renew-
able sources, such as wind, can be more diffi cult to integrate than 
non-variable renewable sources, such as bioenergy, and with increasing 

levels maintaining reliability becomes more challenging and costly. 
These challenges and costs can be minimized by deploying a portfolio of 
options including electrical network interconnection, the development 
of complementary fl exible generation, larger balancing areas, sub-
hourly markets, storage technologies and better forecasting and system 
operating and planning tools.

Parallel developments such as a move towards the use of electric vehi-
cles, an increase in electric heating (including heat pumps), demand 
side control through the use of smart meters and thermal generation 
are providing complementary physical fl exibility and together with the 
expansion of renewable power generation are driving dramatic changes 
in electrical power systems. These changes also include altered insti-
tutional arrangements including regulatory and market mechanisms 
(where markets exist), in particular those required to facilitate demand 
response and that reward the desired electrical power system portfolio. 
In addition, should variable RE penetration levels increase, deployment 
could increase in both developed and developing countries and the 
range of technologies could become more diverse (for example, if ocean 
energy technologies become competitive).These changes and devel-
opments lead to several gaps in our knowledge related to integration 
options that may become important in the future, including:

• Fundamental characteristics of future power systems due to wide 
spread deployment of non-synchronous generation, aspects of which 
were explored in EirGrid (2010b); 

• Protection and interoperability of meshed HVDC networks, relevant 
for the connection of offshore wind and ocean energy (Henry et al., 
2010);

• Changes to protective relaying to ensure system reliability and safety 
(Jenkins et al., 2010);

• New probabilistic methods for planning in the context of high pro-
portions of variable stochastic generation (Bayem et al., 2009);

• Greater understanding of inter-area constraints and operational 
challenges (GE Energy, 2010);

• Changes in the non-renewable generation portfolio (e.g., impact of 
retirements, fl exibility characteristics and the value of possible fl eet 
additions or upgrades) (Doherty et al., 2006);

• Quantifi cation of the potential for load participation or demand 
response (McDonough and Kraus, 2007) to provide the grid services 
needed to integrate RE (Sioshansi and Short, 2009; Klobasa, 2010);

• Impacts of the integration of the electricity sector with other energy 
sectors (Lund and Kempton, 2008); 
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• Integration needs in new and emerging markets that differ from 
those in which variable renewable sources have been integrated in 
the past (e.g., China);

• Benefi ts and costs of combining multiple RE resources in a comple-
mentary fashion (H. Lund, 2006); and

• Better market arrangements for variable renewable and fl exible 
sources (Glanchant and Finon, 2010; Smith et al. 2010b).

8.2.2 Integration of renewable energy into heating 
 and cooling networks

Heating, cooling and hot water account for a large share of energy use, 
particularly in the building and industry sectors. These energy services 
can be provided by using a range of fuels and technologies at the indi-
vidual building level (Section 8.3.2) as can process heat and refrigeration 
for individual industries (Sections 8.3.3 and 8.3.4). District heating and 
cooling (DHC) is the alternative approach and this section deals with RE 
integration into such distribution networks.

8.2.2.1 Features and structure of district heating and cooling 
systems

DHC networks enable the carrying of energy from one or several pro-
duction units, using multiple energy sources, to many energy users. The 
energy carrier, usually hot or cold water or steam, is typically pumped 
through underground insulated pipelines to the point of end use and 
then back to the production unit through return pipes. The temperatures 
in district heating (DH) outward pipes typically average 80 to 90°C, drop-
ping to 45 to 60°C in return pipes after heat extraction. Heat exchangers 
are normally used to transfer the heat from the network to a hydronic 
heating system with radiators or to a hot water system (Werner, 2004). 

Heat and CHP production have historically been dominated by oil and 
coal but, after the oil crises in the 1970s, oil was replaced by other 
fuels in most systems. In Western Europe, where DH systems commonly 
occur, the most popular fuels are natural gas and coal, although oil and 
biomass (Section 2.4; Figure 2.8) are also used. Coal still dominates in 
China and Eastern Europe. Waste heat from industrial processes, heat 
from waste incineration, geothermal heat and solar heat are feasible 
alternatives but less commonly used (Oliver-Solà et al., 2009). 

Large DHC systems offer relatively high fl exibility with respect to the 
energy source. Centralized heat production in DHC facilities can use 
low quality fuels often unsuitable for individual boilers and furnaces 
in buildings.11 They also require pollution control equipment. Improved 

11 An example is a DHC in Kalundborg, Denmark (Section 2.4.3) that has several bio-
energy components, including a pilot lignocellulosic ethanol plant.

urban air quality and the possibility to cogenerate heat and electricity at 
low cost were, and still are, important motivations for DH (IEA, 2009c).

A good example of a central DHC plant is in Lillestrøm, Norway (Figure 
8.3). It uses several energy sources, including a heat pump based on 
sewage effl uent, to deliver heat and cold to commercial and domes-
tic buildings. This system, and other DHC systems generally, includes 
an accumulator tank for hot water storage to even out fl uctuations
in demand over the day(s) to facilitate more stable production condi-
tions (Section 8.2.2.4). The total investment is estimated to be around 
USD2005 25 million with completion planned in 2011.

Different production units dispatch heat in optimal ways to meet the 
varying demand (including the use of dedicated fast-response boilers 
and storage to meet peak demand). Higher overall system effi ciencies 
can be obtained by combining the production of heat, cold and electric-
ity and by using diurnal and seasonal storage of heat and cold. Using 
heat and cold sources in the same distribution network is possible and 
the selection of conversion technologies depends strongly on local con-
ditions, including demand patterns. As a result, the energy supply mix 
varies widely between different countries and systems (Werner, 2006a). 

DHC systems can be most economically viable in more densely populated 
urban areas where the concentration of heating and cooling demand is 
high. DHC schemes have typically been developed where strong plan-
ning powers exist and where a centralized planning body can build the 
necessary infrastructure, such as centrally planned economies, American 
university campuses, countries with utilities providing multiple services 
as in Scandinavia, and urban areas controlled by local municipalities. 
Urbanization creates opportunities for new or expanded DHC systems, as 
demonstrated on a large scale in China (Section 8.2.2.6). Development 
of DHC systems in less dense or rural areas has been restricted by the 
relatively high costs of distribution and higher heat distribution losses 
(Oliver-Solà et al., 2009).

Development and expansion of most DHC systems took place after 1950 
in countries with cold winters, but earlier examples exist, such as New 
York in 1882 and Dresden in 1900. World annual district heat deliver-
ies have been estimated at nearly 11 EJ (Werner, 2004) (around 10% 
of total world heat demand; IEA, 2010b) but the data are uncertain. 
Several high-latitude countries have a DH market penetration of 30 to 
50%, and in Iceland, with abundant geothermal resources, the share has 
reached 96% (Figure 8.4).

District cooling (DC) is becoming increasingly popular through the dis-
tribution of chilled or naturally cold water through pipelines, possibly 
using the pipes of a DH network in higher latitudes to carry water to 
buildings where it is passed through a heat exchanger system. The sup-
ply source, normally around 6 to 7°C, is returned at 12 to 17°C (Werner, 
2004). Alternatively, heat from a DH scheme can be used during summer 
to run heat-driven absorption chillers. 
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Figure 8.3 |  An integrated RE-based energy plant in Lillestrøm, Norway, supplying the University, R&D Centre and a range of commercial and domestic buildings using a district heat-
ing and cooling system that incorporates a range of RE heat sources, thermal storage and a hydrogen production and distribution system (Akershus Energi, 2010).

Notes: (1) Central energy system with 1,200 m3 accumulator tank; (2) 20 MWth wood burner system (with fl ue gas heat recovery); (3) 40 MWth bio-oil burner; (4) 4.5 MWth heat pump; 
(5) 1.5 MWth landfi ll gas burner and a 5 km pipeline; (6) 10,000 m2 solar thermal collector system (planned for completion in 2012); and (7) demonstration of RE-based hydrogen 
production (using water electrolysis and sorption-enhanced steam methane reforming of landfi ll gas) and fuel cell vehicle dispensing system planned for 2011.

production (Egeskog et al., 2009). In this regard, DHC systems can pro-
vide an enabling infrastructure for increased RE deployment.

The potential contribution and mix of RE in DHC systems depends 
strongly on local conditions, including the availability of RE resources. 
For biomass or geothermal systems it is not a technical problem to 
achieve high penetration levels as they can have high capacity fac-
tors. Hence many geothermal and biomass heating or CHP plants have 
been successfully integrated into DH systems operating under com-
mercial conditions. 

• Woody biomass, crop residues, pellets and solid organic wastes 
can be more effi ciently used in a DH-integrated CHP plant than 
in individual small-scale burners (Table 2.6). Biomass fuels are 
important sources of district heat in several European countries 
where biomass is readily available, notably Sweden and Finland 
(Euroheat&Power, 2007). In Sweden, nearly half of the DH fuel 
share now comes from biomass (Box 11.11). 

• Near-surface and low temperature geothermal resources are well 
suited to DH applications. Due to the often lower costs of compet-
ing fuels, however, the use of geothermal heat in DH schemes is 

Cooling demands in buildings are tending to grow because of increased 
internal heat loads from computers and other appliances, more stringent 
personal comfort levels and modern building designs having greater 
glazed areas that increase the incoming heat levels (IEA, 2007c). Recent 
warmer summers in many areas have also increased the global cool-
ing demand, particularly to provide greater comfort for people living 
in many low-latitude, developing countries as their economies grow. 
Several modern DC systems, from 5 to 300 MWth capacity, have been 
operating successfully for many years including in Paris, Amsterdam, 
Lisbon, Stockholm and Barcelona (IEA, 2007d).

8.2.2.2 Characteristics of renewable energy in district heating 
and cooling systems

Over the past two decades, many DHC systems have been switched 
from fossil fuels to RE resources, initially in the 1980s to reduce oil 
dependence, but since then, to reduce carbon dioxide (CO2) emissions. 
Centralized heat production can facilitate the use of low cost and/or low 
grade RE heat sources that are not suitable for use in individual heat-
ing systems. These include refuse-derived fuels, wood process residues 
and waste heat from CHP generation, industrial processes or biofuel 
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low (with the exception of Iceland), even though the global techni-
cal potential of the resource is high (Section 4.2). 

• The global installed capacity of solar thermal collectors in 2009 
was 180 GWth (Section 3.4.1) but only a small fraction was used for 
DH (Weiss et al., 2009). Solar thermal DH plants are found mainly 
in Germany, Sweden, Austria and Denmark (Dalenbäck, 2010). 
In Denmark, several have large-scale collector areas of around 
10,000 m² (Epp, 2009). At solar shares of up to 20%, the large 
number of customers connected to the DH system ensures a suf-
fi ciently large demand for hot water even in summer, so that high 
solar heat yields (~1,800 MJ/m2) can be achieved. Higher solar 
shares can be achieved by using seasonal thermal storage systems, 
for which integration into a DH system with a suffi ciently high heat 
demand is an economic prerequisite. Pilot plants with a solar share 
of more than 50% equipped with seasonal heat storage have dem-
onstrated the technical feasibility of such systems (Section 8.2.2.6).

Using RE through electricity sources in DH systems in situations with low 
or even negative electricity prices is possible through heat pumps and 
electric boilers, with thermal storage also an option (Lund et al., 2010). 
Through CHP plants, DH systems can also export electricity to the grid 
as well as provide demand response services that facilitate increased 
integration of RE into the local power system. Thermodynamically, using 
electricity to produce low grade heat may seem ineffi cient, but under 
some circumstances it can be a better economic option than spilling 
potential electricity from variable RE resources (Section 8.2.1).

DC systems that utilize natural aquifers, waterways, the sea or deep 
lakes as the source of cold can be classed as a RE resource. The poten-
tial for such cooling is diffi cult to estimate but many cities are located 
close to good water supplies that could easily provide a source of cold. 
Deep water cooling allows relatively high thermodynamic effi ciency by 
utilizing water at a signifi cantly lower heat rejection temperature than 
ambient temperature (Section 8.2.2.6). Often lake or sea water is suf-
fi ciently cold to cool buildings directly, which can, at times, enable the 
refrigeration portion of associated air-conditioning heat pump systems 
to be only operated to provide additional cooling when needed. All 
the excess building interior heat is transferred directly to the water 
heat sink.

To use RE cooling most effi ciently in buildings from a quality perspec-
tive, a merit order of preferred cooling can be set up (as can also be 
done for heating) (IEA, 2007c). The order will differ due to specifi c 
local conditions and costs, but a typical example could be to supple-
ment energy effi ciency and passive cooling options by including active 
compression cooling and refrigeration powered by RE electricity; solar 
thermal, concentrating solar power, or shallow geothermal heat to 
drive active cooling systems (Section 3.7.2); and biomass-integrated 
systems to produce cold, possibly as tri-generation. The Swedish town 
of Växjö, for example, uses excess heat in summer from its biomass-
fi red CHP plant for absorption cooling in one district, and an additional 
2 MW chiller is also planned (IEA, 2009b).

Ground source heat pumps can be used in summer for space cooling 
(air-to-ground) at virtually any location, as well as in winter for space 
heating (ground-to-air). They use the heat storage capacity of the 
ground as an earth-heat sink since the temperature at depths between 
15 and 20 m remains fairly constant all year round, being around 12 
to 14°C. They are commercially available at small to medium scales 
between 10 and 200 kW capacity.

8.2.2.3 Challenges associated with renewable energy 
integration into district heating and cooling networks

To meet growth in demand for heat or cold, and goals for integrating 
additional RE into energy systems, expansion of existing networks may 
be required. A DHC piping network involves up-front capital invest-
ment costs that are subject to large variations per kilometre depending 
on the local heat density and site conditions for constructing the 
underground, insulated pipes. Network capital investment costs and 
distribution losses per unit of delivered heat (or cold) are lower in 
areas with high annual demand (expressed as MJ/m2/yr, MWpeak/km2 
or GJ/m of pipe length/yr). Area heat densities can range up to 1,000 
MJ/m2 in dense urban, commercial and industrial areas down to below 
70 MJ/m2 in areas with dispersed, single family houses. Corresponding 
heat distribution losses can range from less than 5% in the former to 
more than 30% in the latter. The extent to which losses and network 
costs are considered an economic constraint depends on the cost and 
source of the heat. Under certain conditions, areas with either a heat 

Figure 8.4 |  Share of total heat demand in buildings supplied by district heating schemes 
for selected countries (Euroheat&Power, 2007).
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density as low as 40 MJ/m2/yr, or a heat demand of 1.2 GJ/m of pipeline/
yr, can be economically served by district heating (Zinco et al., 2008). 

Energy effi ciency measures in buildings and new building designs that 
meet high energy effi ciency standards will reduce the demand for 
heating or cooling. As more buildings are built or retrofi tted with low-
energy and energy effi cient designs, the total energy demand or density 
for existing DHC systems may decrease over time. Energy effi ciency 
measures can also fl atten the load demand profi le by reducing peak 
heating or cooling demands. In these cases, the profi tability of supplying 
district heat from either new DH plants or extending existing networks 
would be reduced (Thyholt and Hestnes, 2008). In Norway, Germany 
and Sweden the competition between low-energy building standards 
and DH development has received attention by policymakers working to 
design local or national energy policies (Thyholt and Hestnes, 2008). At 
the same time, while energy effi ciency may be a challenge to the general 
economic viability of DH due to lower heating densities in the network, 
it may also facilitate higher shares of RE energy in individual heating 
systems (Verbruggen, 2006; IEA, 2009b). 

The technical and economic challenges of heating and cooling using RE 
sources are not necessarily associated with the integration of the heat 
or cold into existing DHC networks that can be injected into a system 
for few additional costs. The challenges are instead primarily associated 
with assuring a consistent and reliable resource base from which the 
heat and cold can be produced.

• Combustion of wood residues or straw fuels can be challenging due 
to the varying composition of the fuel, the associated additional 
plant costs for storage and handling, fuel purchase costs and the 
need for a logistical supply chain to provide reliable supplies of bio-
mass (Section 2.3.2). 

• Extraction of geothermal heat is reliable but may entail local environ-
mental impacts (Section 4.5).

• The variable nature of solar energy can be a challenge (Section 3.2) 
but is partly overcome by thermal storage. If used for DC, the need for 
diurnal and seasonal storage can be low because peak cooling demands 
often correlate relatively well with peak solar radiation levels.

In terms of cooling, the distance away from demand of the water to be 
used as the source of cold may also need costly infrastructure investment 
in order to integrate with DC systems. When using solar energy or biomass 
for absorption cooling, the challenges closely refl ect those for heating.

In less densely populated areas, or those without a strong, centralized 
planning body, institutional barriers may pose challenges to developing or 
increasing the use of DHC, thereby posing indirect challenges to increas-
ing the share of RE in the DHC networks. Constructing new capacity or 

expanding existing DHC networks usually requires planning consents and 
coordination of stakeholders and institutions. 

8.2.2.4 Options to facilitate renewable energy integration

RE sources can be integrated into existing systems by replacing and ret-
rofi tting older production units or incorporating them into the designs of 
new DHC systems. DHC networks can be constructed or extended where 
a growing number of customers seek RE supply sources. These can be 
more cheaply integrated into existing systems at the slow natural rate of 
capital building stock turnover, or dedicated policies can speed up the grid 
connection process. 

New technological options for heating
As new RE technologies are developed, additional technical options for 
increasing the shares of RE in DH systems are presented. Fuel switching 
and co-fi ring of biomass in existing fossil fuel-fi red heat-only or CHP 
boilers present an option in the near term. The suitability of biomass 
fuels, their moisture contents, and whether they need to be pulverized 
or not, depend on the existing boiler design (whether grate, circulating 
or bubbling fl uidized bed). 

Heat from geothermal and solar thermal sources can be more readily 
integrated into existing DH systems. Enhanced geothermal systems 
(EGS) could be operated in CHP mode coupled with DH networks. 
The commercial exploitation of large heat fl ows is necessary to 
compensate for the high drilling costs of these deep geothermal systems 
(Thorsteinsson and Tester, 2010). Such a large heat demand is usu-
ally only available through DH networks or to supply major industries 
directly (Hotson, 1997). 

Storage options
Heat storage systems can bridge the gap between variable and unsyn-
chronized heat supply and demand. The capacity of a thermal storage 
system can range from a few MJ up to several TJ; the storage time from 
hours to months; and the temperature from 20°C up to 1,000°C. These 
wide ranges are made possible by choosing between solids, water, oil 
or salt as different thermal storage materials together with their cor-
responding storage mechanisms. 

A hot water storage system design depends on the local geological 
and hydro-geological conditions, and the supply and demand charac-
teristics of the DHC system. For short-term storage (hours and days) 
the thermal capacity of the distribution system itself can act as storage 
(Figure 8.5). Longer-term seasonal storage, usually between winter and 
summer, is less common. In this case, the main storage options include 
underground tanks, pits, boreholes and aquifers (Heidemann and Müller-
Steinhagen, 2006). With geological storage, relatively small temperature 
differences are employed. In aquifers, heat may be injected during the 
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Figure 8.5 |  Solar-supported centralized heating plant with seasonal tank storage connected to a district heating system (modifi ed from Bodmann et al., 2005).

summer to increase the temperature and then be extracted during the 
winter. Seasonal storage is likely to become more important where 
high shares of solar thermal energy are used in DHC systems due to 
the seasonal and daily variability of the solar resource. In order to inte-
grate large-scale solar systems into DH networks, the development of 
systems for seasonal heat storage (Figure 8.5) has made progress and 
several demonstration plants have been realized (Bauer et al., 2010). 

Heat and cold storage systems using latent heat of fusion or evapora-
tion, based on phase-change materials or the heat of sorption, offer 
relatively high thermal storage densities (Bajnóczy et al., 1999; Anant 
et al., 2008). Sorptive and thermo-chemical processes allow thermal 
storage for an almost unlimited period of time since heat supply 
or removal occurs only when the two physical or chemical reaction 
components are brought back into contact. However, both latent and 

sorptive heat storage technologies are in a relatively early phase of 
development.

Technological options for cooling
Cooling demands located remotely from a natural cold water source 
could be met using thermo-chemical sorption processes including 
chiller/heat pumps, absorption chillers or compression chillers (IEA, 
2009b). Such active cooling systems can be used for centralized or 
decentralized conditioning and involve a range of technologies to pro-
duce cooling from a RE resource. 

Solar-assisted cooling has been demonstrated in plants up to 3.6 MWth 
at Munich airport, but these technologies, being in their early stage of 
commercialization, tend to be relatively costly although the costs con-
tinue to decline with experience (IEA, 2007c). One main advantage of 
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Figure 8.6 |  Comparative average annual heating and unit costs (USD2005 ), including 
climate, energy and carbon taxes, as seen by the end user in a typical Swedish 1,000 m2 
multi-family building with a heat demand around 700 GJ/yr.

Notes: Capital investment costs are for the end-user investment in the grid connection 
terminal, heat exchanger, boiler, heat pump etc. O&M costs are the end-user payments for 
electricity, district heat or fuel (including system capital costs, fuel, taxes, profi t etc). For 
district heat, distribution cost is typically about 25% of total production and distribution 
costs and the distribution capital cost is about 35% of the total system capital cost. Data 
adapted from the Swedish Energy Markets Inspectorate (Ericsson, 2009). For the fuel mix 
of Swedish DH systems, see Figure 11.11.

solar-assisted cooling technologies is that peak cooling demands often 
correlate with peak solar radiation levels and hence can offset peak 
electricity loads for conventional air conditioners. 

Institutional and policy aspects
CHP as well as DHC developments do not always need fi nancial incen-
tives to compete in the marketplace, although government measures to 
address non-fi nancial barriers, such as planning constraints, could aid 
greater deployment (IEA, 2008a) (Section 11.5.4). Some governments 
support investments in DH networks as well as provide incentives for 
using heat from deep geothermal and biomass CHP. In Germany, for 
example, if the share of RE is above 50%, a market incentive programme 
supports new DH schemes through investment grants in existing set-
tlement areas, as well as for new development areas (BMU, 2009). In 
addition, the DH system operator receives a grant for each consumer 
connected to the new system.

In Sweden, high carbon taxes have provided strong incentives to switch 
to RE heating options (see case studies in Section 8.2.2.6 and Box 11.11). 
Targeted support under a climate investment programme has motivated 
investment in DH networks as well as new heating and CHP plants. 
Biomass CHP has also benefi ted from a quota obligation scheme (Section 
11.5.3). DH, where available, is often competitive with alternative 
heating systems as a result of the carbon tax and other policy instruments 
(Figure 8.6). Similarly, under Danish conditions of high energy costs and 
carbon taxes, the integration of solar collectors into existing DH systems 
can be economically viable without additional targeted subsidies.

In the former centrally planned economies, DH prices were regulated 
because of a social policy to sell heat below the cost of supplying it. 
Today, in several countries with large DH schemes, an independent 
regulatory body ensures appropriate pricing where natural monopo-
lies exist. In Denmark, for instance, the ownership of DH grids and 
the sale of heat as a monopoly are recognized, and hence the pricing 
and conditions of sale are regulated. The regulatory authority oversees 
the formation of prices and resolves disputes between consumers and 
utilities (Euroheat&Power, 2007). 

In theory, third party access to DHC networks could lead to a more 
competitive market for heating services, stimulate independent pro-
ducers of RE heating and cooling, and result in decreased heat prices 
for consumers. However, DHC plants operate and compete in markets 
that, by nature, are local, unlike national and regional electricity and 
natural gas markets. If a new competitor invests in a more effi cient and 
less expensive production plant and is allowed to use the network of the 
existing DHC utility, then the incumbent utility may be unable to com-
pete, the only choices then being to reduce the price and accept lost 
revenue. In this case, stranded asset costs could be higher than the 
customer benefi ts obtained from having a new third party producer, 
therefore resulting in the risk of a net overall loss. More pronounced 
competition could be obtained if several producers operate in the 

same network. However, most DHC systems are too small to host 
several producers. Thus, third party access into an existing DHC system 
must be evaluated on a case by case basis to ensure it is fi nancially 
sustainable and benefi cial for the customer.

8.2.2.5 Benefi ts and costs of large-scale penetration 

The benefi ts and costs of increasing the contribution of RE sources in a 
DHC system depend on site-specifi c conditions such as the heating and 
cooling demand density, the availability of RE resources, and appropriate 
infrastructure. A Danish analysis of a future energy system, based upon 
achieving 100% RE by 2060, concluded that a gradual expansion of DH 
systems (using mainly heat pumps and biomass CHP), together with a 
switch to electric heat pumps for buildings that could not be connected to 
DH, would be the most effi cient and least cost strategy for decarbonizing 
the heating of space and domestic water (Lund et al., 2010).

Large DHC systems offer benefi ts such as high overall system effi cien-
cies (potentially obtained by combining the production of heat, cold and 
electricity and by using diurnal and seasonal storage of heat and cold) 
and relatively high fl exibility with respect to energy source (as different 
production units can dispatch heat in an optimal way to meet vary-
ing demand). The incorporation of RE into DHC systems may provide 
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additional benefi ts such as improved urban air quality, and the provision 
of heating and cooling at low or zero CO2 emissions. (For a full discus-
sion of these benefi ts of RE, see Chapter 9.)

DH networks represent a relatively mature technology. Expected reduc-
tions in heat network costs through improved design and reduced losses 
suggest that the expansion of DH will remain economically feasible in 
many locations, even in areas with relatively low heat densities (Bruus 
and Kristjansson, 2004). Improved designs include the co-insulation of 
paired, small diameter outward and return fl ow distribution pipes.

The total costs of a RE-based DHC system are highly contextual and site 
specifi c. The onsite heating of buildings using natural gas from grids 
in condensing boilers, small-scale heat pumps, biomass boilers, solar 
thermal systems or geothermal heat pumps can be strong competi-
tors to DH in many locations. However, the ability of DHC systems to 
provide reliable supplies, avoid the need for maintenance of individual 
appliances, as well as integrate a broad spectrum of energy sources, 
facilitates competition among various heating/cooling sources, fuels 
and technologies (Gronheit and Mortensen, 2003). RE integration in 
itself does not lead to signifi cant additional costs, except in the case 
where heat storage is necessary for high shares of solar thermal.

8.2.2.6 Case studies

Solar-assisted district heating system in Germany
As a demonstration project of proof-of-concept, a new residential area in 
Crailsheim with 260 houses, a school and sports hall has been designed 
for solar energy to displace about half the potential heat demand 
from a highly effi cient, fossil fuel heating plant linked to the existing 
DH network. As a result, GHG emissions have been reduced by more 
than 1,000 t CO2 per year (Wagner, 2009). Apartment blocks, new single 
houses and community buildings connected to the scheme are equipped 
with 3,800 m2 of solar collectors with a further 3,500 m² installed on a 
noise protection wall that separates the residential and commercial areas. 
In 2010, a total annual heat demand of around 15 TJ is expected to be 
met by the solar collectors (Dalenbäck, 2010). Achieving such a high 
solar share was made possible by the use of a seasonal heat storage 
facility and a 100 m³ buffer tank used to directly meet instantaneous 
peak heat demands. Seasonal storage is provided by 75 55-m deep 
boreholes and a second 480 m³ buffer tank. The integration of a 350 kW 
heat pump allows the discharge of the borehole storage system down 
to a temperature of 20°C. This reduces the heat losses in the storage 
system and leads to a higher effi ciency of the solar collectors due to 
lower return temperatures. The borehole storage system is designed 
to heat to 65°C by the end of summer and, at the end of the winter
heating period, the lowest temperature is 20°C. Maximum temperatures 
during heat recharging will be above 90°C. In the second phase of the 
project, the heated residential area will be extended by 210 additional 
accommodation units, requiring an additional collector area of 2,200 m² 
and the seasonal storage system will need to be expanded to 160 bore-
holes (Mangold and Schmitt, 2006). Solar heat costs in this advanced 

proof-of-concept system are estimated to be around USD2005 67/GJ 
(Mangold et al., 2007). In less advanced systems without seasonal stor-
age, the solar heat cost under northern European conditions is typically 
USD2005 14 to 28/GJ (Dalenbäck, 2010).

Biomass CHP district heating plant in Sweden
District heating in Sweden expanded rapidly between 1965 and 1985. 
Sweden used to be dependent on oil for the production of heat but 
after the 1979 oil crisis the fuel mix changed considerably. Since 2007, 
biomass has accounted for nearly half of total fuel supply in DH12 (IEA, 
2009c). The Enköping CHP plant is an illustrative case of this transition, 
driven by national CO2 taxes, other policy instruments (Section 11.5.5, 
Box 11.8) and a local council decision to avoid fossil fuels (McKormick 
and Kåberger, 2005). The oil-fi red DH system, constructed in the early 
1970s, was converted after 1979 to use a mix of oil, solid biomass, coal, 
electric boilers and liquefi ed petroleum gas (LPG), until the construction 
in 1995 of a 45 MWth, 24 MWe biomass-fi red CHP plant enabled a transi-
tion to nearly 100% biomass by 1998.

The Enköping plant demonstrates an innovative approach to RE integration 
as a result of cooperation begun in 2000 among the local energy company, 
the nearby sewage treatment plant and a local landowner. The energy com-
pany wished to diversify fuel supply for the CHP plant fearing that there 
would not be enough forest residue biomass in the region to meet future 
heat and power demands. At the same time, the neighbouring municipal 
sewage plant was obligated to reduce its nitrogen discharges by 50%. 
The use of land treatment of the sewage effl uent on to willow (Salix) 
was identifi ed as a cost-effective solution. An 80 ha willow plantation 
acting as a ‘nitrogen fi lter’ was established on farmland adjacent to the 
sewage plant and close to the CHP plant. The farmer was remunerated 
for receiving the wastewater and sewage sludge on the land as well as 
by the market price for delivering biomass to the CHP plant. The success 
of this cooperation can be attributed to all parties being proactive and 
open to new solutions. Advisors worked as liaisons between parties, the 
regional and local authorities were positive and interested, and the risks 
were divided between the three main parties (Börjesson and Berndes, 
2006). In 2008, the local area of willow plantations was increased to 860 
ha and it is now the ambition of the energy company to further increase 
the biomass fuel share from the Salix to above the current 15%. 

District heating in China
In China, the fl oor area of buildings served by DH has increased steadily 
from 277 million m2 in 1991 to 3,489 million m2 in 2008 (Figure 8.7), 
corresponding to an increase in heat deliveries from 0.4 EJ to nearly 2.6 
EJ. About half of all Chinese cities, essentially those with colder winters, 
have DH systems (Kang and Zhang, 2008). 

More than 95% of DH production in 2000 was based on coal. 
Nevertheless, the use of CHP results in lower emissions compared to 
the alternative of using individual boilers and coal-condensing power 

12 The remaining heat production was based on 18% (35 PJ) from municipal solid 
waste, 10% industrial waste heat, 5% coal, 4% oil, 4% natural gas, 5% peat  and 
10% from heat pumps (Box 11.11). 
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generation plants. In the case of the city of Harbin, the result of install-
ing a DH system was improved air quality in addition to 0.5 Mt/yr CO2 
emission reductions (WBCSD, 2008). Local air pollution concerns, as in 
Beijing and Tianjin, have motivated a shift from coal to natural gas in 
recent years, but interest in the integration of geothermal, biomass and 
solar thermal applications is now growing. For example, Shenyang, a 
leading city in the application of geothermal heat pumps, is meeting 
nearly one quarter of its 200 Mm2 heated building fl oor area by taking 
water at 12 to 14°C from 80 to 160 m depths (Shenyang, 2006; Jiang 
and Hai, 2010). Eco-city developments, such as Caofeidian in Tangshan, 
are also fuelling a growing interest in RE for DHC systems.

District cooling in North America
Successful examples of DC installations include 51 MW of cooling 
at Cornell University, Ithaca, USA. Around 1,200 m3/hr of 4°C water 
is pumped from the bottom of nearby Cayuga Lake through a heat 
exchanger before it is stored in a 20,000 m³ stratifi ed thermal stor-
age tank (Zogg et al., 2008). A separate water loop runs back 2 km 
before passing through the air-conditioning systems of the 75 campus 
buildings and Ithaca High School. In this USD2005 68 million scheme, the 
cooling water is discharged back to the lake at around 8 to 10°C and 
mixed with the surface water by 38 injection nozzles to maintain stable 
water temperatures. The 1.6 m diameter intake pipe has a screen at 76m 
depth and this, and the discharge nozzles, were carefully designed to 
minimize maintenance and environmental problems.

Compared with the original refrigeration-based cooling system, since the 
project started in 1999, GHG emissions have been reduced signifi cantly 
due to both reducing the power demand for cooling by around 80 to 90% 
of the previous 25 GWh/yr (90 TJ/yr) and by avoiding the 12 to 13 t of chlo-
rofl uorocarbons (CFCs) that were used in the six chillers (Cornell, 2005).

The ecology, hydro-dynamics, temperature strata and geophysics of the 
lake have been closely monitored. There remain some concerns about 
bringing up phosphorus-rich sediments from the bed of the lake and 
discharging them near to the surface, which could possibly encourage 
algal growth.

In another example, Toronto, Canada, has pumped cold water drawn 
from nearby Lake Ontario to a 207 MW cooling plant since 2004. The DC 
system cools 3.2 million m2 of offi ce fl oor area in the fi nancial district. 
The lake water intake pipe at 86 m depth runs 5 km out into the lake to 
ensure clean water is extracted, since this is also the supply for the city’s 
domestic water system. No warm water return discharge impacts to the 
lake therefore result. Stockholm has a similar but smaller district cooling 
system based on extracting sea water from the harbour.

8.2.3 Integration of renewable energy into gas grids

The main objective of a gas grid is to transport gas from producers to 
consumers. The overall system consists of gas productions plants, main 
transmission and local distribution pipelines, storage tanks, and indus-
trial or domestic gas consumers. The design of a gas system depends on 
the type and source of gas, location of the gas supply in relation to the 
consumers, and the supply volumes needed to meet peak demand. This 
section shows that replacing the combustion of some natural gas with 
biogas or biomass synthesis gas13 to provide heat is relatively straight-
forward in the short term. Upgrading of biogas to biomethane (by 
removing carbon dioxide and hydrogen sulphide gases) and the clean-
ing of biomass synthesis gas (by removing tars) are necessary where the 

13 Synthesis gas or syngas is a mixture of carbon monoxide, hydrogen, methane, higher 
hydrocarbon gases, and carbon dioxide also known as town gas or producer gas. It 
can be manufactured by gasifi cation of coal or biomass (Section 2.2).
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Figure 8.7 |   Total area of building fl oor space served by district heating in China increased over twelve fold from 1990 through 2008 (adapted from Kang and Zhang (2008), 
updated with 2006-2008 data from the National Bureau of Statistics China, 2010).
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gas is to be injected into a natural gas grid or used to fuel an internal 
combustion engine in a vehicle or to power an electricity generator. In 
the longer term, demand for RE-produced hydrogen may expand but 
could need high capital investment in infrastructure.

8.2.3.1 Features and structure of existing gas grids

A gas distribution system is primarily designed to deliver adequate 
amounts of gas at a certain quality (heating value, pressure and purity) 
to downstream users. Existing gas processing, delivery and storage sys-
tems are quite complex. New designs depend on the existing energy 
system in the region where the gas grid is being considered. Consisting 
of different types of pipelines, some designs have been built just to sup-
ply local users with ‘town gas’. Large grids, fi rst developed in the 1960s, 
now traverse continents in order to distribute large volumes of gas 
from natural gas fi elds. For example, the natural gas grid in the USA is 
highly integrated, with more than 210 pipeline systems, 480,000 km of 
inter- and intra-state transmission pipelines and 394 underground stor-
age facilities (EIA, 2007). Europe (EU27) has 1.8 million km of pipelines 
and 127 storage facilities to supply more than 110 million customers 
(Eurogas, 2008). To balance supply and demand, gas storage, usually 
in steel tanks, can be incorporated at various levels in the system. The 
capacity depends on how the gas is produced, how it can be integrated 
into the gas grid and the end-use applications. The volume of gas stored 
is normally minimized to reduce costs and safety hazards. 

The gas fl ow rate depends on the scale and physical attributes of the gas 
(molecular weight, viscosity, specifi c heat) and the friction in the pipe 
(which depends on pipe layout, design and type). A pipeline designed 
with a large diameter and a high pressure drop can move more gas over 
a given distance than a smaller pipe at lower pressure (Mohitpour and 
Murray, 2000). There is an economic trade-off between increasing the 
diameter of the pipeline versus increasing the gas pressure.

The materials used in gas pipelines depend on the type of pipeline 
(transmission or distribution), location (sub-sea, overland, underground), 
operating conditions (pressure, temperature, moisture), and type and 
quality of gas or gases to be sent through the pipeline. Metallic materi-
als are mainly used in larger transmission pipelines as they are tolerant 
to higher pressures and temperatures, but have the potential for internal 
and external corrosion problems (Castello et al., 2005). Plastics can be 
used in distribution gas grids operating at lower temperatures (<100°C) 
and pressures (<1,000 kPa). 

Natural gas extraction points are normally connected to the pipeline 
head stations via trunk lines (at 7,000 to 10,000 kPa pressure). The gas 
is then pumped into long distance transmission pipelines (at 6,000 to 
9,000 kPa) and sent to the takeoff stations from where it is transported 
to the control station of the regional distribution system (at 800 to 4,000 
kPa), before it fi nally reaches industrial and household customers (at 5 
to 10 kPa) (Castello et al., 2005). Distribution pipelines, including main 

feeders, station connections, valves and meters are contained on the 
property of the customer at the end-use point (EIGA, 2004).

Hydrogen pipelines are currently limited to a very few geographical 
areas that have large hydrogen consumers such as chemical and petro-
chemical industries (Castello et al., 2005). Blending of hydrogen (up to 
20%) with natural gas on a large scale, and transporting this gas mix 
long distances in existing or new natural gas grids, could be a future 
option for the large-scale distribution of hydrogen (NATURALHY, 2009). 

Once the energy feedstock for producing biogas or syngas has been 
established, the end-use application, whether for heating, combined 
heat and power (CHP), raw feedstock for the chemical industry, or trans-
port fuels, needs to be determined. Local gas distribution systems have 
traditionally used gas-burning appliances to provide cooking, space and 
water heating. Using existing commercial internal combustion engine 
(ICE) and micro-turbine technologies, biomethane and syngas can also be 
used to fuel small- to large-scale CHP systems. The commercialization of 
highly effi cient, small-scale fuel-cell-based CHP systems (with 80 to 90% 
overall effi ciency) could contribute to a more energy effi cient and cost 
effective use of existing and new gas grids in the longer term (DeValve 
and Olsommer, 2006; Zabalza et al., 2007).

8.2.3.2 Characteristics of renewable energy with 
 respect to integration
 
Over the past decade there has been an increasing interest in ‘green-
ing’ existing natural gas grids. In Europe the EU Directive 2003/55/EC of 
the European Parliament opened up the existing grid to carry alternative 
gases such as ‘hythane’ (a blend of hydrogen and natural gas), hydrogen 
and biogas (Persson et al., 2006; NATURALHY, 2009). Furthermore, an 
EU directive14 included measures for increasing the share of biogas and 
enabling access to the gas grid. As a result, in Germany, for example, the 
target for 2020 is to substitute 20% (by volume; around 1.12 PJ/year) 
of compressed natural gas (CNG) used for transport with biomethane 
and a 2030 target is to substitute 10% of natural gas in all sectors with 
biomethane (382 PJ/year) (Müller-Langer et al., 2009). Similar proposals 
have been made for the natural gas grid running along the West Coast 
of North America, with a Bioenergy Action Plan having been introduced 
by the Governor of California (CEC, 2006).

Until recently, most of the raw biogas produced around the world (from 
landfi lls, urban sewage and industrial and agricultural wastes) has been 
used onsite or distributed in dedicated local gas systems, primarily for 
heating purposes. Biogas can be upgraded to biomethane of natural gas 
quality and suitable for blending with natural gas for transporting via 
gas grids. In a few cases biomethane has been transported via trucks to 
fi lling stations to supply gas-fuelled vehicles (Hagen et al., 2001; Persson 
et al., 2006). The biogas business is growing rapidly and is currently 
being commercialized by larger industrial players (Biogasmax, 2009). 

14 Promotion of the use of energy from renewable sources. EU Directive 2009/28/EC. 
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These include major gas companies that are planning to upgrade and 
inject large quantities of biogas into national/regional transmission gas 
pipelines (NationalGrid, 2009) to offset some of the demand for natural 
gas in existing and future markets.

Synthesis gas can be produced via gasifi cation (partial oxidation) of 
coal or biomass feedstocks (Section 2.2). The Lebon gasifi cation process 
has been used since the beginning of the 19th century and the gas is 
already used for cooking, heating and power generation, especially in 
areas where natural gas is unavailable. 

Hydrogen is today mainly produced from natural gas but it can also be 
produced from RE sources. The main current use is by industry (Section 
8.3.3), but it can also be used as a transport fuel (Section 8.3.1). To estab-
lish a RE-based hydrogen economy, it will be necessary to develop more 
effi cient small-scale distributed hydrogen production technologies such 
as water electrolyzers and steam methane reformers (Riis et al., 2006; 
NRC, 2008; Ogden and Yang, 2009). Small- to medium-scale hydrogen 
production based on wind (Section 8.3.4), solar or biomass has been 
evaluated favourably in some regions such as North Rhine-Westphalia, 
Germany (CEP, 2010) and the North American Great Plains (Leighty et 
al., 2006). Such RE technologies could conceivably provide the basis for 
large-scale hydrogen production in the future (IEA-HIA, 2006).

Several different options are available for hydrogen delivery, including 
road or rail transport of gaseous hydrogen compressed in cylinders of 
various sizes, trucking of cryogenic liquid hydrogen, and transmission 
by pipelines. The technical and economic competitiveness of each deliv-
ery option depends on the geographical area and gas volume demand. 
For small consumers, transport of liquefi ed or compressed hydrogen 
by trucks is the most viable option, while pipeline delivery can only 
be justifi ed for a very high fl ow rate of hundreds of tonnes per day 
(Castello et al., 2005). The building of hydrogen production and dis-
tribution infrastructure over the next few decades could be a mix of 
centralized and decentralized systems (Bonhoff et al., 2009). Initially, 
hydrogen will mainly be distributed by trucks, while pipelines will only 
become important at a later stage as demand increases. For example, in 
North Rhine-Westphalia, a region with existing gas pipelines supplying 
industry, there are progressive plans to construct a hydrogen transport 
infrastructure based initially on the existing gas grid. Dedicated hydro-
gen pipelines could be needed after 2025 (Pastowski and Grube, 2009) 
and by 2050, about 80% of all hydrogen produced centrally in Germany 
could be transported by pipeline (Bonhoff et al., 2009).

Local gas distribution grids can complement heating and cooling net-
works (Section 8.2.2). At the national and regional scales, electricity and 
gas transmission grids can complement each other in the long-distance 
transport of energy carriers. The design of a future hydrogen infrastruc-
ture, for example, could depend strongly on its interaction with the 
electricity system (Sherif et al., 2005; C. Yang, 2008), which over time is 
expected to gain an increasing share of RE. Using surplus RE power to 
produce hydrogen by electrolysis is an example, possibly combining this 

with CO2 (arising from biogas, fossil fuel combustion or extracted from 
the atmosphere) using the process of methanation to produce methane 
as an energy store and carrier (Sterner, 2009). Currently this process is 
not commercially viable.

8.2.3.3 Challenges caused by renewable energy integration

A few technical challenges exist related to gas source, composition 
and quality. The composition and specifi cations of fuel gases from dif-
ferent carbon-based sources vary widely (Table 8.2). Gas composition 
and heating values depend on the biomass source, gasifi cation agent 
utilized in the process and reactor pressure. Such variations in quality 
may constitute a signifi cant barrier to gas pipeline integration. Landfi ll 
gas or biogas from anaerobic digestion can be upgraded to reach a simi-
lar methane composition standard as natural gas (80 to 90% methane) 
by stripping out the CO2 content before it is fed into a gas grid and/or 
used as a fuel in ICEs or high-temperature fuel cells. The composition 
of biomass-derived syngas depends on the type and moisture content 
of the organic feedstock and on the production method (e.g., using 
bubbling versus circulating fl uidized bed gasifi er designs). 

Gas companies and/or authorities defi ne the standard gas composi-
tion for injection into a gas grid on the basis of minimizing the risks 
associated with the infrastructure, the quality of combustion in indus-
trial processes and domestic appliances, health, and emissions to the 
environment. In small-scale systems for stand-alone operations, the 
standards are mainly defi ned to minimize risks associated with the 
equipment and the processes themselves. Since only gases of a specifi c 
quality can be injected directly into a gas grid, meeting these standards 
can create market barriers for biogas and landfi ll gas producers (more 
than for syngas, which is relatively clean (Table 8.2) assuming tars can 
be avoided during gasifi cation). 

• CO2 can be removed by several methods, but each have operational and 
cost issues (Persson et al., 2006).

 •   Absorption (water scrubbing) requires large amounts of water. 
 Blockage of the equipment by organic growth can also be 
 a problem. 

 • Absorption by organic solvents such as polyethylene glycols or 
 alcohol amines requires large amounts of energy for regenerat
 ing the solvent.

 •  Pressure swing adsorption requires dry gas.
 •   Separation membranes, dry (gas-gas) or wet (gas-liquid) require 

 handling of the methane in the permeate stream (which 
 increases with high methane fl ow rates in the gas stream).

 •  Cryogenic separation requires removal of water vapour and 
 hydrogen sulphide (H2S) prior to liquefaction of CO2.

• Removal of corrosive H2S from biogas is necessary to protect downstream 
metal pipelines, gas storage and end-use equipment. Micro-organisms 
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can be used to reduce the concentration of H2S by adding stoichiometric 
amounts of oxygen to the process (around 5% air to a digester or bio-
fi lter). Alternatively, simple vessels containing iron oxides can be used 
as they react with H2S and can be easily regenerated once saturated by 
oxidation when placed in contact with air. 

• Small volumes of siloxanes and organic silicon compounds (not shown 
in Table 8.2) can form extremely abrasive deposits on engine pistons, 
cylinder heads and turbine sections and cause damage to the internal 
components of an engine if not removed (Hagen et al., 2001; Persson 
et al., 2006).

• Other particulates and condensates may also need removal as there 
are normally low tolerances for impurities.

A community-scale biogas plant in Linköping, Sweden exemplifi es 
an economically viable system for local use (IEA Bioenergy, 2010a). 
Multiple organic wastes are treated and processed in an anaerobic 
digester to produce biogas with similar properties to those shown in 
Table 8.2. The gas mixture is then upgraded to remove CO2 and H2S 
before the residual biomethane gas is distributed through a local grid 
to supply a slow overnight fi lling station for buses, 12 public refuelling 

stations for cars, taxis and fl eet vehicles, and a refuelling system for 
a converted diesel train with 600 km range (IEA, 2010a). The system 
payback time is sensitive to the estimated long-term gas production 
and price, which in turn is affected by taxation and carbon values, 
the future end-use demands for the gas and the clean-up costs. The 
economic payback time to integrate ‘scrubbed’ biomethane into a gas 
grid depends on the location of injection. If injection is at the end of a 
pipeline as incremental capacity, then the cost can be relatively low. 
Local and regional differences in existing infrastructure make it dif-
fi cult to make specifi c recommendations for planning and integration 
costs at a national and regional level.

Hydrogen transported via existing natural gas grids may fi rst require 
some upgrading of the pipelines and components (Mohitpour and 
Murray, 2000; Huttenrauch and Muller-Syring, 2006). Since pure hydro-
gen has a lower volumetric density compared to natural gas, hydrogen 
pipelines will require either operation at higher pressures or around 
three times larger diameter pipes in order to carry the same amount 
of energy per unit time as a natural gas pipeline. In a dedicated hydro-
gen gas grid, depending on the hydrogen pathway but particularly if 
used with fuel cells rather than for direct combustion, the hydrogen 
needs to be purifi ed and dried before it is stored and distributed. For 

Table 8.2 | Examples of composition and parameters of gases from a range of carbon-based sources, using typical data for landfi ll gas, biogas from anaerobic digestion (AD), (Persson 
et al., 2006) and biomass-based syngas (Ciferno and Marano, 2002), and compared with natural gas. 

Parameter Unit Landfi ll Gas Biogas from AD1 Syngas from biomass2 North Sea natural gas

Lower heating value MJ/Nm3 16 23 4–18 40

Density kg/Nm3 1.3 1.2 — 0.84

Higher Wobbe index MJ/Nm3 18 27 — 55

Methane number >130 >135 — 70

Methane, typical vol-% 45 63 10 87

Methane, variation vol-% 35–65 53–70 3–18 —

Higher hydrocarbons vol-% — — — 12

Hydrogen vol-% 0–3 — 5–43 —

Carbon monoxide, typical vol-% — — 30 —

Carbon monoxide, variation vol-% — — 9–47 —

Carbon dioxide, typical vol-% 40 47 25 1.2

Carbon dioxide, variation vol-% 15–50 30–37 11–40 —

Nitrogen, typical vol-% 15 0.2 35 0.3

Nitrogen variation vol-% 5–40 — 13–56 —

Oxygen, typical vol-% 1 — <0.2 —

Oxygen, variation vol-% 0–5 — — —

Hydrogen sulphide, typical ppm <100 <1,000 ~0 1.5

Hydrogen sulphide, variation ppm 0–100 0–10,000 — 1–2

Ammonia ppm 5 <100 — —

Total chlorine (as Cl-) mg/Nm3 20–200 0–5 — —

Tars vol-% — — <1 —

Notes: 1. Anaerobic digestion. 2. From gasifi cation using bubbling or circulating fl uidized beds with direct or indirect heating. Syngas followed by methanation can produce 83 to 97% 
methane and 1 to 8% hydrogen. Nm3 is an uncompressed ‘normal’ cubic metre of gas at standard conditions of 0°C temperature and atmospheric pressure.
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example, for fuel cell vehicles (Section 8.3.1), the hydrogen needs to 
be of a very high purity (>99.9995% H2 and <1 ppm CO). Industrial 
hydrogen with lower purity can be transported in dedicated transmis-
sion and distribution pipelines so long as there is no risk of water 
vapour building up, or any other substances that could lead to internal 
corrosion. Regular checking for corrosion and material embrittlement 
in pipelines, seals and storage equipment is important when dealing 
with hydrogen (EIGA, 2004).

8.2.3.4 Options to facilitate renewable energy integration

Technical options
Pipeline compatibility and gas storage are the two main technical chal-
lenges when integrating RE-based gases into existing gas systems. For 
variable RE-based systems, a constant stream of gas may not be pro-
duced so some storage may be essential to balance supply with demand. 
Since RE-based gases can be produced regionally and locally, storage is 
likely to be located close to the demand of the end user. Hence, the size 
and shape of a storage facility will depend on the primary energy source 
and the end use. In small applications, pressure variations in the pipeline 
(Section 8.3.4) could act as storage depending on the varying rates of 
production and use (Gardiner et al., 2008). In cases where there are 
several complementary end users for the gas, infrastructure and storage 
costs can be shared.

Simpler system designs enable RE-derived gases with a lower volumet-
ric energy density to be distributed locally in relatively cheap polymer 
pipelines. Such dedicated distribution gas pipelines can be operated at 
relatively low pressures but will then need a larger diameter to provide 
similar volume fl ow rates and energy delivery. After a RE gas has been 
upgraded, purifi ed, dried, brought up to the prescribed gas quality, then 
safely injected into a distribution grid, the main operational challenge is 
to avoid leaks and regulate the pressure and fl ow rate so that it complies 
with the pipeline specifi cations. Continuously available compressors, 
safety pressure relief systems and gas buffer storage systems are used to 
maintain the optimum pressures and fl ow rates. 

Small- to medium-sized gas buffer storage such as infl atable rubber 
or vinyl bags (normally with four or fi ve days of gas demand capacity) 
can be used to collect and store biogas, biomethane or syngas produced 
from variable RE feedstocks to help balance supply and local demand. 
The options for large-scale storage of biomethane are similar to those 
of CNG or liquefi ed natural gas (LNG). In large landfi ll gas or industri-
alized biogas plants, upgraded biomethane gas can be stored at high 
pressures in steel storage cylinders (as used for CNG). These can be con-
nected to a local dispenser, to a gas pipeline, or transported by truck to 
the place of demand. Liquefaction before transport is possible, as used 
for LNG, but this is likely to add signifi cant cost and complexity to a 
system. Producing LNG requires a large amount of energy and is there-
fore mainly an option for gas transport by boat or truck over thousands 
of kilometres when it can compete with constructing new gas pipelines.

Small-scale storage of hydrogen can be achieved in steel cylinders 
at pressures around 20,000 to 45,000 kPa Commercial composite-based 
hydrogen gas cylinders can withstand pressures up to 70,000  kPa15 
and hydrogen stations with gas pipelines and tanks that can with-
stand pressures up to 100,000 kPa already exist (www.zeroregio.com). 
In integrated gas grids, it is suitable to use low pressure (1,200 to 
1,600 kPa spherical containers that can store relatively large amounts 
(>30,000 m3) of hydrogen above ground (Sherif et al., 2005). For safety 
reasons, such storage is normally situated in industrial areas away from 
densely populated and residential areas. Hydrogen can also be stored at 
low pressure in stationary metal hydrides, but these are relatively costly 
and can only be justifi ed for small volumes of hydrogen or if compact 
storage is needed.

Large-scale hydrogen storage is normally as compressed gas, or cryo-
genically in liquid form. Liquefaction of hydrogen is more costly than 
liquefaction of biomethane due to its lower volumetric density and boil-
ing temperature (-253ºC). In practice, about 15 to 20% of the hydrogen 
energy content is required to compress it from atmospheric pressure to 
20000 to 70000 kPa while around 30 to 40% is required to produce liq-
uid cryogenic hydrogen (Riis et al., 2006). Natural underground storage 
options, such as caverns or aquifers, for large-scale seasonal storage can 
be found in various parts of the world, but their viability and safety must 
be evaluated on a case-by-case basis.

Institutional options
The main institutional challenges to integrating RE gases into existing 
gas systems are adequacy of supply, quality standards, pipeline security 
and safety issues (McCarthy et al., 2007). 

• Adequacy of supply can be infl uenced by the variable and seasonal 
nature of some RE resources, while the capacity of the gas distribu-
tion system also needs to be able to meet demand. 

• Meeting gas quality standards poses a barrier, but is not funda-
mentally technically challenging. For biomethane, this can often be 
achieved at relatively low additional costs. However, gas quality stan-
dards vary: Sweden and Germany, for example, have developed their 
own national standards for biomethane that differ widely (Persson 
et al., 2006) (Table 8.3). There is as yet no single international gas 
standard for pipeline quality RE-based gases.

• The security of a gas pipeline system involves assuring a primary 
supply and building robust networks that can withstand either natu-
ral or physical events. In order to enhance supply security, pipeline 
networks often include some degree of duplication and multiple 
pathways between suppliers and end users so that a disruption in a 
network cannot shut down the entire system. Assessing vulnerability 
to malicious attacks on an extensive pipeline system over thousands 
of kilometres is a daunting task, and may require technological solu-
tions such as intelligent sensors that report back pipeline conditions 

15 See www.dynetek.com. 
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via Global Positioning System (GPS) technology to allow rapid loca-
tion of a problem and corrective action. Diverse local or regional RE 
resources used for gas production can offer more secure supply than 
a single source of imported gas. 

• Safety procedures and regulations for hydrogen used in the chemi-
cal and petroleum refi ning industries are already in place. Industrial 
hydrogen pipeline standards and regulations for on-road transport 
of liquid and compressed hydrogen have also been established. 
However, there is a lack of safety information on components and 
systems, which poses a challenge to the commercialization of hydro-
gen energy technologies. Codes and standards are necessary to gain 
the confi dence of local, regional and national offi cials involved in the 
planning of hydrogen and fuel cell projects, hence, several organiza-
tions are developing safety and operational standards. 

Given relative costs, policy support for the integration of RE gases may 
be needed if higher rates of deployment are sought. For example, feed-in 
regulations could enable the injection of biomethane into natural gas 
grids, similary to how RE power is fed into electricity grids (Section 11.5.2).

Benefi ts and costs of large-scale penetration of RE gases
Benefi ts and costs can be assessed using both economic (capital expen-
diture, operation and maintenance costs) and environmental (GHG 
emissions, local air pollution, energy input ratio, air pollution) indica-
tors. The relevant parameters are signifi cantly affected by the type of RE 
source, gas production technology, storage and distribution system, and 
end-use application being either transport (Section 8.3.1) or stationary 
(Sections 8.3.2 and 8.3.3). 

The compatibility of biomethane for distribution in natural gas grids 
can facilitate the widespread production and use of biogas and landfi ll 
gas. The costs of distribution are similar to existing gas systems, which 
enables a straightforward transition path for integration. Biomethane is 
already well established for heating, cooking, power generation, CHP 
and transport fuels. The latter is mainly for vehicle fl eets of only a few 
hundred associated with water treatment plants and some agricultural 
usage (Matic, 2006). By comparison, more than 9 million CNG and LNG 
vehicles are operating worldwide (Åhman, 2010). 

The market for hydrogen-fuelled vehicles is presently limited to applica-
tions such as forklift trucks (that operate indoors and hence require zero 
emissions) and demonstration cars and buses. Several leading automo-
bile manufacturers anticipate that hydrogen fuel cell vehicles will be 
commercially introduced from 2015 (Pastowski and Grube, 2009) (Section 
8.3.1). Hydrogen distribution demonstration projects are currently being 
introduced. For example, in California, 7 new hydrogen stations are due 
for completion by 2011, resulting in 11 stations in two clusters around 
Los Angeles (Dunwoody, 2010). Germany plans to increase the number 
of hydrogen stations from around 10 in 2009 to more than 140 in 2015 
(Bonhoff et al., 2009). Similar initiatives in Japan are described in the 
Hydrogen and Fuel Cells Demonstration Project (Uchida, 2010).

GHG emissions related to producing and upgrading a RE-based gas 
should be assessed before a system is implemented. Vehicles fuelled 
with landfi ll gas can reduce GHG emissions by around 75% compared 
to using CNG, or even more if using biogas produced from the anaerobic 
digestion of animal manure (NSCA, 2006). Methane leakage to the atmo-
sphere during biogas upgrading, storage, distribution and vehicle fi lling 
processes, as well as GHG emissions from any heat and power consumed 
during the upgrading process, will affect the overall energy effi ciency and 
total GHG emissions as assessed on a life cycle basis (Figure 8.8) (Pehnt 
et al., 2009b). For example, if biogas produced from animal manure is 
used to fuel a 500 kWe CHP system, assuming 20% utilization of the 

Biogas Produced from Animal Manure

Biogas Produced from Corn Silage Energy Crop

CHP with 20% Utilized Heat 

CHP with 80% Utilized Heat 

CHP with 15% CH4 Emissions from
 Storage of Digestate

-0.15 -0.050.20 -0.10 0.100.050

GHG Emissions Compared with Natural Gas [kg CO2 eq/MJ]

Figure 8.8 | For a 500 kWe CHP plant fuelled by biogas produced from either the anaero-
bic digestion of animal manure slurry or a corn silage energy crop, the potential reductions 
of GHG emissions can be compared with using natural gas to fuel the CHP plant. Methane 
leaks to atmosphere reduce the GHG reduction benefi ts (Pehnt et al., 2009b).

Table 8.3 | National standards for biomethane to be met before allowing injection into 
Swedish and German natural gas grids (Persson et al., 2006).

Parameter Unit Demand in Standard

Sweden

Lower Wobbe index MJ/Nm3 43.9–47.3 (i.e., 95–99% methane)

MON (motor octane number) — >130 (calculated according to ISO 15403)

Water dew point °C <Tambient – 5

CO2 + O2 + N2 vol % <5

O2 vol % <1

Total sulphur mg/Nm3 <23

NH2 mg/Nm3 20

Germany

Higher Wobbe index MJ/Nm3 46.1–56.5 (>97.5% HHV1 methane)

MJ/Nm3 37.8–46.8 (i.e., 87–98.5% LHV2 methane)

Relative density — 0.55–0.75

Dust — Technically zero

Water dew point °C <Ground temperature Tground

CO2 vol % <6

O2 vol % <3 (in dry distribution grids)

S mg/Nm3 <30

Notes: 1. HHV = higher heat value. 2. LHV = lower heat value.
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In order to blend RE gases into a gas grid, the gas source needs to be 
located near the existing system to avoid high connection costs. More 
remotely located plants should ideally use the biomethane or hydrogen 
onsite to avoid the cost of gas distribution. Blending syngas or hydro-
gen into a natural gas system may require changes to the natural gas 
distribution and end-use equipment. Local networks in urban areas that 
currently carry fossil fuel-derived syngas (town gas) may also be suitable 
for biomass-derived syngas.

The limiting factors for hydrogen distribution are likely to be capital costs 
and the time involved to build a new infrastructure. In Germany, the cost 
for hydrogen production and distribution to supply some 7 million fuel 
cell light duty vehicles in 2030 is estimated to be around USD2005 40 bil-
lion (Bonhoff et al., 2009). In the USA, for refuelling 200 million fuel cell 
vehicles, several hundred billion dollars would need to be invested over 
four decades (NRC, 2008). Incorporating variable RE sources would add 
to the cost due to the additional need for hydrogen storage.

In Europe, biomethane has been estimated to have the possibility of 
replacing 17.4 EJ of natural gas16 in 2020 (Figure 8.10) (Müller-Langer 

16 Total natural gas consumption in OECD Europe (EU27) in 2008 was 19.1 EJ, 25% of 
total primary energy (IEA, 2010d).
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Figure 8.9 | Relative costs for distributing and dispensing biomethane (either compressed 
or liquefi ed) at the medium scale by truck or pipeline (Åhman, 2010). 

Figure 8.10 | Technical annual potentials of biomethane at standard temperature and 
pressure (STP) as produced from a range of biomass feedstocks in the EU region in 2005 
and 2020 (Müller-Langer et al., 2009).

Note: SRC = short rotation coppice; bn = billion = 109
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available useful heat, a 0.15 kg CO2eq reduction in GHG emissions per 
MJ of energy output results, compared with a natural gas-fi red CHP 
plant. If the biogas is produced from corn silage, only a 0.04 kg CO2eq/
MJ reduction would be achieved. If more heat can be utilized, the ben-
efi ts increase, but should some methane leak to atmosphere, for example 
during storage of the process digestate, the GHG reduction benefi ts are 
considerably reduced (Figure 8.9). 

To compete with other energy carriers, the cost of producing and 
upgrading biogas to the quality required for injection into an existing 
gas grid should be minimized. A comprehensive study of several biogas 
plants in Sweden showed that the electricity required to upgrade biogas 
is about 3 to 6% of the energy content of the cleaned gas, and the cost 
for upgrading is about USD2005 0.005 to 0.02/MJ (Persson, 2003). 

The cost per unit of energy delivered using a gas pipeline depends on 
the economies of scale and gas fl ow rate. The main cost is the pipe itself 
plus costs for installation, permits and rights of way. The cost of a local 
distribution pipeline is similar to that for district heating (Section 8.2.2) 
and depends mainly on the density of the urban demand. More dense 
systems yield a lower cost per unit of energy delivered. When designing 
a new gas grid, planning for anticipated future expansions is recom-
mended because adding new pipes can be a costly option. Increasing 
the pressure to provide additional gas fl ow may be cheaper than adding 
larger diameter pipelines. The cost for distribution and dispensing of com-
pressed biomethane at the medium scale is around USD2005 15/GJ when 
transported by truck (Figure 8.9), which is substantially higher than by 
pipeline or as liquefi ed methane (Åhman, 2010).
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et al., 2009), but this partly depends on the competition for the available 
biomass resources (Eurogas, 2008).

8.2.4 Integration of renewable energy into liquid 
 fuel systems 

8.2.4.1 Features and structure of liquid fuel supply systems

Renewable liquid fuels can take advantage of existing infrastructure com-
ponents (storage, blending, transportation and dispensing) already used 
by petroleum-based fuels, with some adaptations. Integration issues may 
therefore be less problematic as compared to electricity or gas systems. 
The structure of a biomass-to-liquid fuel system for fi rst generation bio-
fuels is well understood (Figure 8.11) but sustainable production and 
land use remain controversial (Fritsche et al., 2010) (Sections 2.5.4 and 
9.3.4.1). 

The transport of bulky, low energy density biomass feedstocks to a bio-
refi nery by road can be costly and normally produces GHGs. Rail transport 
can be a more effi cient and cost effective delivery mode (Reynolds, 2000).

Biofuels can be blended with gasoline or diesel at oil refi neries or blend 
centres during the distribution of petroleum fuels to vehicle refi lling sta-
tions. Biofuels and blends can be stored at their production sites, alongside 
oil refi neries or in underground storage tank facilities at service stations. 
As for petroleum products, similar care needs to be taken regarding safety 
and environmental protection. Due to the seasonality of agricultural crops 

grown specifi cally as biomass feedstocks, storage of the feedstock and/
or the biofuel is crucial if the goal is to meet year-round demand (NAS, 
2009), but this adds to the production costs. International trade can also 
play a role to provide a stable year-round supply (IEA, 2007a) (Section 
2.4). Biodiesel is prone to variation in composition during storage due to 
the action of micro-organisms that can lead to rises in acidity and hence 
engine corrosion. Ethanol is more biologically stable.

8.2.4.2 Characteristics with respect to renewable energy 
integration 

Currently most liquid biofuels are produced from sugar, carbohydrate and 
vegetable oil crops and integrated into existing fuel supplies by using 
blends, typically up to 25% (in volumetric terms) with gasoline and die-
sel (Sections 2.3.3 and 2.6.3). However, ethanol can be blended in any 
proportion with gasoline for use in fl ex-fuel vehicles (Section 8.3.1) and 
biodiesel can be used in compression ignition engines either neat (100% 
or B100) or blended with regular diesel. Modifi ed diesel engines may 
also run on almost neat alcohol (E95) with an ignition improver (Scania, 
2010). Several manufacturers produce trucks and agricultural machinery 
with engines certifi ed for use with B20 and B100 fuels (NBB, 2010; New 
Holland Information Center, 2010; Power-Gen, 2009). 

Solid lignocellulosic biomass sources can be converted to liquid fuels by 
means of biochemical processes such as enzymatic or acid hydrolysis, or 
by thermo-chemical processes to produce synthesis gas (mainly carbon 
monoxide (CO) and hydrogen (H2)) followed by Fischer-Tropsch conversion 

Figure 8.11 | The various phases in a typical biofuel production, blending and distribution system for transport fuel.
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to produce a range of synthetic liquid fuels suitable for road transport, avi-
ation, marine and other applications (Sims et al., 2008; Section 2.3.3). Fuel 
quality issues are important because they can affect the performance of 
vehicle engines and transport emissions (Section 8.3.1.2). Biomethane, if 
it meets appropriate specifi cations (Section 8.2.3), can also be combusted 
directly in spark-ignition ICEs as for compressed natural gas (CNG).

Most of the projected demand for liquid biofuels is for transport, though 
industrial demand for bio-lubricants, and chemicals such as methanol 
for use in chemical industries, could also increase (Section 2.6.3.5). 
Some biofuels are also used in stationary CHP engines as a substitute 
for petroleum fuels. The demand for large amounts of traditional solid 
biomass primarily in developing countries for cooking and heating could 
be replaced by more convenient gaseous fuels such as LPG, but also by 
liquid fuels produced from biomass such as ethanol gels (Utria, 2004; 
Rajvanshi et al., 2007) or dimethyl ether (DME) (Sims et al., 2008). 

Liquid biofuels can be integrated into the existing oil product distri-
bution infrastructure. Transition barriers are relatively low as biofuel 
blends could be introduced without costly modifi cations to existing 
petroleum storage and delivery systems, and could take advantage 
of existing infrastructure components (NAS, 2009). Some related 
costs could eventuate for blending and for additional technical modi-
fi cations of fuel storage tanks and fuel pumps, or provision of new 
installations. The type of fuel storage and delivery system will vary 
depending on the properties of the biofuel and its compatibility with 
the existing petroleum-based fuel system. Most common biofuels have 
similar properties to gasoline and diesel so can be blended reason-
ably easily with these. Cold temperature conditions can represent 
diffi culties, during transport and storage and in engines, especially for 
some biodiesels that may form polymer gels that restrict fuel fl ow. 
Overcoming these constraints is imperative if biofuels are to be used 
as aviation fuels.

Transport and delivery modes from refi neries to terminals include trucks, 
barges, tankers and pipelines. From the terminals, trucks or distribution 
pipelines can supply the retail outlets depending on the distances and 
volume of biofuels involved. Storage and distribution costs would be 
similar to petroleum-based fuels. 

Bio-refi neries that produce biofuels and other co-products are generally 
much smaller in capacity than oil refi neries and could be widely located 
in geographic regions where the resource exists. For example, numer-
ous ethanol processing plants are situated throughout the mid-western 
and south-eastern corn belt of the USA, whereas a few oil refi neries are 
concentrated along the coasts. Brazil already has many bio-refi neries in 
operation producing sugar, ethanol, biodiesel, animal fodder, electricity, 
steam and heat.

Although the cost of fuel delivery is a small fraction of the overall pro-
duction cost, the logistics and capital requirements for widespread 
expansion and integration could present hurdles if not well planned. 

Technical issues regarding ethanol and gasoline blends (gasohol) dur-
ing storage and transport can arise if water is absorbed by anhydrous 
ethanol in the pipelines (Section 8.2.4.3). However, in Brazil, ethanol 
produced from sugar cane has been successfully transported in pipe-
lines also used for oil products for over 20 years, though the clean-up 
and maintenance procedures have increased. Since ethanol has around 
two-thirds the volumetric energy density of gasoline, larger storage 
systems, more rail cars or vessels, and larger capacity pipelines would 
be needed to store and transport a similar amount of energy and 
hence would increase the fuel storage and delivery costs compared to 
oil-based products.

The possibility exists to use by-products of biofuel production as raw 
materials for biogas production or electricity generation, for example 
from bagasse, the sugarcane residue. Integration with the existing elec-
tricity grid system has been successfully achieved in Brazil and elsewhere 
in cogeneration schemes after the energy demands of the processing 
plant have been met (Rodrigues et al., 2003; Pacca and Moreira, 2009). 
Anaerobic digestion of the by-products from bioethanol and biodiesel 
processing has the potential to be integrated with various existing 
bio-refi nery models. The biogas can either be used for heat and electric-
ity generation, as a vehicle fuel (Börjesson and Mattiasson, 2008), or 
injected into gas grids (Section 8.2.3).

8.2.4.3 Challenges of renewable energy integration

Although renewable liquid fuels can take advantage of the existing 
infrastructure components (storage, blending, transportation and dis-
pensing) already used by the petroleum industry, some issues need to 
be addressed. Most biofuels have fairly similar properties to gasoline 
and diesel so can be blended reasonably easily with these fuels. Cold 
weather conditions can produce engine diffi culties from higher viscos-
ity and gel formation when using some biodiesels, and also produce 
diffi culties for their storage and transport (NAS, 2009).

Sharing oil-product infrastructure with biofuels may lead to possible 
water contamination from hydrous ethanol, and the resulting corro-
sion may require using new materials to preserve the working life of 
the pipeline and equipment. Moisture resulting from condensation in 
oil-product pipelines can increase the water content of ethanol if being 
transported in the same lines. If it exceeds the technical specifi cation 
for the bioethanol, additional distillation after delivery may then be 
required. Ethanol and biodiesel can also dissolve and carry any impu-
rities present inside multi-product pipeline systems and these are 
potentially harmful to ICEs. Therefore a dedicated pipeline may be pref-
erable if improved cleanup procedures between products being sent 
through multi-product pipelines are not successful. Moisture absorp-
tion and phase separation during pipeline shipment of ethanol can be 
avoided by shipping some hydrous ethanol fi rst, which is then used 
directly by end users or distilled, followed by anhydrous ethanol that 
then remains suitable for direct blending with gasoline. An alternative 
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strategy is to send a ‘sacrifi cial buffer’ of neat ethanol down a pipe-
line to absorb any moisture ahead of sending the primary batches of 
ethanol or blends. The buffer shot is discarded or re-distilled. 

Ethanol in high concentrations can lead to accelerated stress corro-
sion cracking (SCC) in steel pipelines and storage tanks, especially at 
weld joints and bends (NAS, 2009). This can be avoided by adding tank 
liners, using selective post-weld heat treatments, and coating internal 
critical zones (at pipeline weld points, for example). However, these all 
increase system costs. Ethanol may degrade certain elastomers and poly-
mers found in seals and valves in pipelines and terminals as well as some 
engines, so these may need replacement. New pipelines could be con-
structed with ethanol-compatible polymers in valves, gaskets and seals 
and be designed to minimize SCC (NAS, 2009). 

8.2.4.4 Options to facilitate renewable energy integration

Technical options
Technologies will continue to evolve to produce biofuels that are more 
compatible with the existing petroleum infrastructure (Sims et al., 2008). 
Advanced biofuels in the future may need to meet stringent quality speci-
fi cations in order to match the fuels with existing and new engine designs 
installed in heavy transport, marine and aviation applications. In some 
countries, the development of codes and standards for biofuels has been 
slow and delayed their integration into the supply system. Quality control 
procedures also need to be implemented to ensure that biofuels meet all 
applicable product specifi cations (Hoekman, 2009) and hence facilitate 
integration. 

The facilitation of international trade in biofuels instigated a need for 
more homogeneous international standards to be developed. A compari-
son was made of existing biofuel standards (NCEP, 2007). The standards 
for biodiesel in Brazil and USA refl ect its use only as a blending compo-
nent in conventional mineral diesel fuel, whereas the European standard 
allows for its use either as a blend or as neat fuel. Variations also exist 
in current standards for regulating the quality of biodiesel reaching the 
market due to the different oil and fat feedstocks available. This translates 
to variations in the performance characteristics of each biofuel, less so 
for ethanol, which is a simple chemical compound compared with long-
chain biodiesels. Bioethanol technical specifi cations differ with respect 
to the water content but do not constitute an impediment to interna-
tional trade (NIST, 2007). Blending levels of biofuels need to account for 
regional differences in the predominant age and type of vehicle engines, 
ambient temperatures and local emission regulations. 

Institutional aspects
Policy support has played an important role in creating a market for 
biofuels. For example, the mandatory blending of biodiesel and ethanol 
in diesel and gasoline respectively has been used in several countries 
(Section 11.5.5). Agencies in charge of regulating oil product markets 
could also include biofuels under their jurisdiction. These agencies are the 

most appropriate to deal with issues such as security of biofuel supplies, 
safety and technical specifi cations (or standards) and quality control at 
both the production and retail levels. This is currently the case for Brazil 
where the regulator for the oil sector also regulates biofuels (TN Petróleo, 
2010).

Environmental agencies and related regulations (for example, low-carbon 
fuel standards and air quality controls), can facilitate greater penetration 
of biofuels and their integration into the existing energy system. National 
energy planning organizations can evaluate any impacts and additional 
costs associated with the large-scale integration of biofuel systems with 
existing and future energy production and delivery systems.

8.2.4.5 Benefi ts and costs of large-scale renewable energy 
penetration 

Achieving a high share of biofuels should be relatively easy where unit 
production costs are similar to imported oil product costs since additional 
storage and transport costs are a relatively small portion of total costs. 
Existing infrastructure for oil distribution can be adapted and used for bio-
fuels, especially at low blend levels. For large-scale penetration of biofuels, 
or where the use of E100 or B100 is envisaged, special provisions may 
need to be made.

Specialist equipment is needed at collection terminals at ports and oil 
refi neries receiving biofuel shipments for blending of ethanol or biodiesel, 
and for loading the blended product on to barge, rail or road tankers 
(Reynolds, 2000). Existing transport, storage and dispensing equipment at 
vehicle refuelling stations need to be modifi ed to handle biofuel blends, 
as has been successfully achieved in the USA, Brazil, Germany, Sweden 
and elsewhere. Underground storage tank systems, pumps and dispensers 
may need to be converted to be compatible with higher biofuel blends and 
to meet safety requirements. Issues relating to the retrofi tting of existing 
facilities are similar to those associated with pipeline transport (Section 
8.2.4.3) and include phase separation, SCC and the degradation of incom-
patible materials (NAS, 2009). 

Ethanol terminals usually have one or more storage tanks ranging from 
750 to 15,000 m3 capacity. New ethanol storage tanks cost around 
USD2005 180/m3 capacity for small tanks up to USD2005 60/m3 for large ones 
(Reynolds, 2000). It may be possible to refurbish gasoline tanks to suit 
ethanol storage for lower costs than investing in new tanks. 

In the USA, most ethanol is transported by rail, road tanker and barge 
(NCEP, 2007), but since 2008, batches in Florida have also been sent 
through gasoline pipelines (KinderMorgan, 2010). Capacities and costs 
vary for ethanol storage and delivery equipment (Table 8.4). As a point of 
reference, ethanol plants in the USA each produce 300 to 1,200 m3/day, 
while the ethanol demand for 1 million cars using E10 would be about 
400 to 800 m3/day, and storage facilities typically hold between 4,000 and 
12,000 m3 for local and regional demands respectively. 
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Rail shipment is generally the most cost effective delivery system for 
medium and longer distances (500 to 3,000 km) and to destinations with-
out port facilities (Reynolds, 2000). Rail shipments require more handling 
at the terminals because of the greater number and smaller volumes of 
units compared to barges, as well as the more labour-intensive efforts 
for cargo loading, unloading and inspection, Trains containing up to 75 
railcars have been proposed for ethanol as an alternative to pipeline devel-
opment (Reynolds, 2000).

Barges are used for long distance transport when biofuel production 
plants have access to waterways. In the USA, for example, barges travel 
down the Mississippi River from ethanol plants in the Midwest to ports 
at the Gulf of Mexico where the ethanol is stored before being trans-
ferred to ships for transport to overseas or national coastal destination 
terminals for blending.

Estimates for the costs of transporting large ethanol volumes over long 
distances (Reynolds, 2000) (Section 2.6.2) range from USD2005 6 to 10/m3 
for ocean shipping, USD2005 20 to 90/m3 for barge, USD2005 10 to 40/m3 
for rail and, over shorter haul distances, USD2005 10 to 20/m3 for trucks 
(Section 2.6.2). In Brazil, depending on the origin of the biofuel, the costs 
of transporting ethanol from the producing regions to the export ports 
is around USD2005 35 to 64/m3, which also includes storage costs at the 
terminal (Scandiffi o and Leal, 2008). More pipelines are being planned 
to connect main rural ethanol producing centres to coastal export ports 
with the expected costs ranging from USD2005 20 to 29/m3; 70% less than 
by road and 45% less than by rail (CGEE, 2009).

8.2.4.6 Case study: Brazil ethanol

After a relatively slow start, the ethanol distribution system, retailing 
of biofuel blends and manufacture of fl ex-fuel engines in Brazil have 
all proven successful in the past decade, so that in 2010, Brazil was the 
world’s second largest producer of ethanol, after the USA (REN21, 2010). 
Integration of liquid biofuels with the oil distribution system began after 
the fi rst global oil crisis when the government promoted sugarcane 
ethanol as a gasoline alternative (Box 11.9). The state oil company, 

Petrobras, was obliged to purchase all domestically produced ethanol, 
blend it with gasoline, and distribute it nationwide (Walter, 2006). In 
1979, vehicles with engines designed to run on E100 were produced, so 
existing infrastructure was adapted for delivery of 100% ethanol nation-
wide, though production was regionally concentrated. Signifi cant gains 
in sugarcane yields per hectare have since helped to increase ethanol 
output per unit of land area so that in 2008, ethanol production was 
495 PJ, equivalent in energy terms to 85% of the gasoline consumed in 
Brazil that year (EPE, 2009).

About 60% of ethanol distilleries in Brazil are dual-purpose, producing 
sugar when world sugar prices are high, and converting it to ethanol at 
other times (Ministry for Agriculture Livestock and Supply, 2010). When 
world sugar prices rose in the 1990s, ethanol production declined and 
hence owners of dedicated E100 vehicles experienced fuel shortages. 
Vehicles with fl exible fuel engines (Section 8.3.1.3) capable of using bio-
ethanol blends ranging from E20 to E100 were therefore developed (de 
Moraes and Rodrigues, 2006) and have now largely replaced the dedi-
cated E100 fl eet. All present gasoline has a blended content of 20 to 25% 
anhydrous ethanol (by volume) and therefore, since their commercial 
introduction in 2003, the majority of new light duty vehicles sold today 
have ‘fl ex-fuel’ engines (Goldemberg, 2009). 

Over the last 30 years, a country-wide ethanol storage and distribu-
tion system was implemented so that several biofuel blends up to 
E100 are available in practically all refuelling stations. All subsidies 
were removed in the 1990s (Box 11.9), but ethanol prices continued to 
decline steadily and remain competitive with gasoline when oil prices 
fl uctuate around USD2005 70/barrel. 

Since 1990, electricity and heat have been generated in sugar/ethanol 
plants by combusting the bagasse co-product in CHP systems (Cerri et 
al., 2007). Where the electricity grid is located nearby, any electricity 
that is surplus to onsite demand can be sold and fed into the national 
grid (Azevedo and Galiana, 2009). Technological improvements, better 
energy management and cogeneration schemes have enabled opti-
mal use of the bagasse. Government programmes (PROINFA, 2010), 
regulatory changes and public auctions for electricity contracts were 

Table 8.4 | Capacities and costs of a range of equipment suitable for ethanol storage and long-distance transport.

Capacity Cost (USD2005) Reference

Truck/trailer 25 m3 103,000
141,000

EPA (2007) Reynolds (2000)

Rail car 90 m3 85,000 EPA (2007)

River barge Several linked units of 1,200 m3/unit 5 million for one unit EPA (2007)

Ocean ship 3,000–30,000 m3 Not known Reynolds (2000)

Pipeline (300 mm diameter) 12,000 m3/day 0.34-0.85 million/km

Terminal storage tank
3,000 m3

6,000 m3

360,000
540,000

Reynolds (2000) 
Reynolds (2000)

Retrofi t a gasoline storage tank 1,200 m3 18,800 EPA (2007)

Blending equipment 170,000-450,000 Reynolds (2000)

Total terminal refi t 6,000 m3 1.13 million Reynolds (2000)
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introduced to enable the electricity to be sold to local utilities or moni-
tored and dispatched by the national transmission system operator 
(Section 8.2.1). Since the sugar cane harvesting period coincides with 
the dry season in Brazil, generation of electricity from bagasse comple-
ments the country’s hydroelectric system. In 2009, the total installed 
capacity of bagasse-fuelled CHP was 5.6 GWe and generated around 
4.75% of total electricity (BEN, 2010).

Brazil’s experience suggests that the integration of high shares of bio-
fuels can be successfully achieved by implementing blending mandates 
in combination with other policies to address economic, social and 
environmental barriers (Section 11.5).

8.2.5 Integration of renewable energy into 
autonomous energy systems 

Not all buildings, communities or business enterprises are connected to 
electricity grids, district heating or cooling systems or gas grids, nor have 
easy access to liquid fuels. This section covers such autonomous energy 
supply systems, which are typically small scale and are often located in 
off-grid remote areas, on small islands or in individual buildings where 
the provision of commercial energy is not readily available through 
grids and networks. There is also growing interest by industry in the 
future potential for connecting decentralized energy supply systems17 

that could utilize advanced control systems and integrate numerous 
small heat and power generation technologies through smart meters 
and time-of-use and price-responsive appliances (Cheung and Wilshire, 
2010). Overall system costs, benefi ts and constraints are uncertain, so 
RD&D, monitoring and evaluation have been undertaken by several 
governments in association with several leading electricity and infor-
mation technology industries. Demonstration projects based on small, 
autonomous community micro-grids have been established in the USA, 
Japan, Denmark and elsewhere.

In principle, RE integration issues for autonomous systems are similar to 
large electrical power systems, for example for supply/demand balanc-
ing of electricity supply systems (Section 8.2.1), selection of heating and 
cooling options (Section 8.2.2), production of RE gases (Section 8.2.3) 
and liquid biofuel production for local use (Section 8.2.4). Autonomous 
systems also involve building-integrated RE technologies (Section 8.3.2).

Planning an autonomous system, often remotely located and with low 
energy demand, involves considering future fossil fuel supply options for 
the location, the local RE resources available, the costs of RE technolo-
gies, future technology innovation prospects and the possible avoidance 
of construction costs should new or expanded infrastructure be an 
option for the location (Nema et al., 2009). 

17 Various terms are used in the literature to describe a possible future paradigm shift in 
energy supply such as ‘distributed energy systems’, ‘digital energy’, ‘intelligent grids’ 
and ‘smart grids’, but none are as yet clearly defi ned. 

8.2.5.1 Characteristics with respect to renewable energy 
integration 

Several types of autonomous systems exist and can make use of either 
single energy carriers (electricity, heat, liquid, gaseous or solid fuels) or 
a combination. A full range of energy services can usually be provided, 
including heating, lighting, drying, space cooling, refrigeration, desalina-
tion, water pumping (Bouzidi et al., 2009) and telecommunications.

Unlike large electrical power systems, smaller autonomous systems 
often have fewer RE supply options that are readily available at a local 
scale. Additionally, some of the technical and institutional options for 
managing integration within large electrical power systems, includ-
ing sophisticated RE supply forecasting, stochastic unit commitment 
procedures, stringent fuel quality standards and benefi ting from the 
smoothing effects of geographical and technical diversity, become more 
diffi cult or even implausible for smaller autonomous systems.

RE integration solutions typically become more restricted as supply 
systems become smaller, particularly where there are high shares of 
variable RE sources. Autonomous systems will naturally have a tendency 
to focus on storage, various types of demand response and highly fl ex-
ible generation to help match supply and demand. RE supply options 
that better match local load profi les or that are dispatchable may be 
chosen over lower-cost RE supply options that do not have as strong a 
match with load patterns or that are variable. Managing RE integration 
within autonomous systems can, all else being equal, be more costly 
than in larger electrical power systems. One implication of this obser-
vation is that autonomous systems face harder tradeoffs between a 
desire for reliable/continuous supply and a desire to minimize overall 
supply costs than do larger networks. For those without ready access to 
electricity, cost comparisons with larger electrical power systems may 
be irrelevant and standards of reliability may vary.

For electricity generation in small to medium-sized autonomous sys-
tems, fossil fuels such as diesel, gasoline or LPG have been commonly 
used in stationary engines that drive generator sets (gensets). Due to 
the potential supply constraints and costs of delivering fossil fuel sup-
plies to remote locations in developing countries, there is a growing 
trend towards using local RE resources where available. Supply/demand 
balancing problems associated with variable RE sources may emerge for 
autonomous electrical power systems, similarly as for larger centralized 
systems but perhaps more acutely. Discussion of the variability and pre-
dictability of different RE technologies and their effect on the reliability 
of electrical power system supply can be found in Section 8.2.1.2. In 
rural communities with small electric distribution networks, in small vil-
lages using simple, low voltage DC mini-grids, or in individual buildings, 
limited deployment of a single type of RE generation technology such as 
solar PV or micro-hydro is possible. However, in such cases, variable RE 
supplies will need to be coupled with other options such as demand side 
measures, energy storage and increasing generation fl exibility to ensure 
reliability (Section 8.2.5.2). 
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Heating and cooling of off-grid autonomous buildings, often in rural 
locations, can use RE technologies, particularly where good solar, geo-
thermal or biomass resources are available (IEA, 2007c). Variability 
again may be of some concern where solar thermal is used, but typically 
it can be addressed through the addition of thermal storage.

Domestic and commercial buildings in urban areas are normally connected 
to the network energy supply, though interest is growing in the possibil-
ity of more existing and new buildings becoming energy generators by 
installing integrated RE technologies (IEA, 2009b). Building-integrated 
solar PV (Bloem, 2008), off-grid system operation (Dalton et al., 2008), 
and distributed energy systems that include solar thermal, small bio-
energy CHP plants, micro-hydro and small wind turbines (IEA, 2009a) 
have all been demonstrated with many successful technology examples 
surpassing the pre-commercial phase of development. Buildings can be 
designed to be energy effi cient as well as using RE to generate as much 
energy as they consume. For example, the Net-Zero Energy Commercial 
Building Initiative of the US Department of Energy (USDOE, 2008a) aims 
to achieve marketable low-carbon building designs by 2025. Low-rise 
buildings can also become autonomous energy systems through the 
combination of energy effi ciency (air-tight structure, high heat insula-
tion, effi cient ventilation, air conditioning, lighting, water heating etc.) 
and integration of RE technologies (Section 8.3.2).
 

8.2.5.2 Options to facilitate renewable energy integration 
 and deployment

The integration of RE conversion technologies, balancing options and 
end-use technologies in an autonomous energy system depends on the 
site-specifi c availability of RE resources and the local energy demand, 
which can vary with local climate and lifestyles. The balance between 
cost and reliability is critical when designing and deploying autonomous 
power systems, particularly for rural areas of developing economies 
because, as noted earlier, the additional cost of providing continuous 
and reliable supply may be greater as autonomous systems grow smaller. 
The balancing options available to larger electrical power systems are 
also, in principle, available to autonomous electrical power systems, and 
are discussed extensively in Section 8.2.1.3. These include improving 
network infrastructure, increasing generation fl exibility, demand side 
measures, electrical energy storage and improving operational/market 
and planning methods. 

Prioritization among the available options for integrating variable RE 
into these systems will depend on a variety of factors including but not 
limited to the type of system, geographic location and expectations 
of reliability. As already discussed, however, as autonomous systems 
become smaller, several of the options for managing variability become 
impractical, and storage, fl exible thermal generation and demand 
response often take precedence.

In terms of demand side measures, autonomous RE systems can be inte-
grated with selected end-use technologies that use surplus electricity 

only when available. These include solar stills, humidifi ers and dehu-
midifi ers, membrane distillers, reverse osmosis or electro-dialysis water 
desalinators (Mathioulakis et al., 2007), water pumps using solar PV and 
an AC or DC motor (Delgado-Torres and Garcia-Rodriguez, 2007), solar 
adsorption refrigerators (Lemmini and Errougani, 2007) and oilseed 
presses (Mpagalile et al., 2005). Various other forms of load manage-
ment may also be important for balancing autonomous systems that 
feature signifi cant amounts of supply and demand variability. 

Electrical energy storage technologies (Section 8.2.1.3) may often be 
the more attractive option for autonomous RE systems, despite their 
relatively high cost. Where, for example, pumped hydro is not an option, 
battery storage can be employed with installed capacity suffi cient to 
meet two to three days of electricity demand. The cost of such stor-
age options should be carefully evaluated against the level of reliability 
desired during the design and planning stages, alongside capital invest-
ment and operational costs of the system. Several simulation analyses, 
demonstration assessments and commercial operations of the applica-
tion of energy storage technologies to autonomous systems have been 
reported. These include solar PV plus wind with hydrogen storage in 
Greece (Ipsakis et al., 2009), wind/hydrogen in Norway (Ulleberg et al., 
2010; Section 8.2.5.5), pumped hydro systems plus wind integration on 
three Greek islands (Caralis and Zervos, 2007b, 2010) and a wind/solar/
pumped hydro demonstration on the Spanish Canary Islands (Bueno 
and Carta, 2006; Section 8.2.5.5). Small PV systems coupled with 
battery storage are already in widespread use in many countries.

Alternatively, a portfolio of RE and non-RE technologies could be 
integrated to enhance system reliability. For example, small diesel- or 
gasoline-powered gensets and dump load (usually a resistance heater 
to use any excess electricity generated above the demand) could be 
cheaper to operate than having batteries for short periods when wind or 
solar resources are not available (Doolla and Bhatti, 2006). 

Gaseous or liquid biofuels that are produced locally from biomass 
(Section 2.2.2) could be an option for heating or the fuelling of gensets 
or vehicles (Section 8.3.1). To maintain the desired supply reliability and 
fl exibility of autonomous electricity system operation (Section 8.2.1), 
the present use of gasoline or diesel to fuel small gensets could, in 
future, be totally displaced by RE gases and biofuels. RE gases are easy 
to store under low or medium pressure in butyl containers or cylinders 
(Section 8.2.3) and liquid biofuels can be stored in steel or butyl rubber 
tanks (Section 8.2.4). 

For many autonomous RE systems (with the possible exception of bioen-
ergy CHP and certain run-of-river micro-hydro schemes), energy storage 
and low-energy utilization technologies are integral (Lone and Mufti, 
2008). Autonomous micro-hydro schemes are popular in hilly regions, 
particularly in developing countries such as Nepal, to provide a resource-
dependent continuous power supply (except possibly in dry seasons). 
For run-of-river hydro, a cost effi cient solution for system balancing 
(Section 8.2.1) has been to use load control instead of controlling the 
power generation output (Paish, 2002).
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Providing system reliability in a cost effective manner can prove diffi cult 
for autonomous systems, but possible future designs of autonomous 
heat and power supply systems based on the development of innova-
tive system controls, smart meters and appliances that offer demand 
response services (Meenual, 2010) could provide solutions and enhance 
RE integration. Whether such technological solutions are appropriate for 
use in remote areas of less-developed countries, however, is unclear.

8.2.5.3 Benefi ts and costs of renewable energy integration
  and design

For remote rural areas, it is widely recognized that energy supplies 
can contribute to rural development through increased productivity 
per capita; enhanced social and business services such as education, 
establishment of markets and supply of water for drinking and irriga-
tion; improved security due to street lighting; decreased poverty; and 
improved health and environmental conditions (Goldemberg, 2000; 
Johansson and Goldemberg, 2005; Takada and Charles, 2006; Takada and 
Fracchia, 2007). Issues of energy access are addressed in Section 9.3.2. 

In developing countries, where suitable and sustainable biomass sup-
plies are available, including organic wastes, their use can often be the 
least-cost option to provide basic services for cooking, water heating, 
small-scale power generation and lighting. In China, solar thermal water 
heating for isolated rural dwellings has brought environmental, social 
and economic benefi ts (Z. Li et al., 2007). 

Electricity generated by an autonomous system is usually more expen-
sive than using electricity where a grid connection is available. Therefore 
autonomous RE buildings have been uncommon in urban environments, 
though some interest in micro-grids and others concepts has been 
expressed. In remote areas, RE-based electricity autonomous systems 
may be the only or least-cost option, at least until a connection to exter-
nal grids becomes available. 

8.2.5.4 Constraints and opportunities for renewable energy   
deployment 

Beyond those barriers already addressed, constraints to integration 
can arise from the wide-ranging RE technology specifi cations and the 
diffi culties of their appropriate design, construction and maintenance. 
These can lead to capital investment and operational cost increases or 
inadequate maintenance. Should a technical failure occur, poor public 
perception of the technology could arise. Establishing standards, certify-
ing products, integrating planning tools, training maintenance workers 
and developing a knowledge database could help avoid technology 
reliability problems (Kaldellis et al., 2009). Local capacity building, 
training, good planning and careful market establishment could result 
in lower operational and maintenance costs, an enhanced reputation, 
employment opportunities and other social benefi ts (Meah et al., 2008). 

For each type of autonomous RE system, appropriate planning meth-
ods could assist developers to build projects (Giatrakos et al., 2009), 
though the variety of possible RE technologies that could be deployed 
and integrated makes development of broad planning guidelines dif-
fi cult to achieve. To improve planning methodology, databases could be 
established from RD&D projects as well as from commercial experiences 
to enable comparisons between sustainability criteria (Igarashi et al., 
2009), lifestyles (Amigun et al., 2008; Himri et al., 2008) and various 
combinations of technologies under specifi c site conditions.

The integration of RE into autonomous systems on a broad scale may 
also require policy measures to help cover the additional costs and to 
provide an enabling environment (Section 11.6). Even where an autono-
mous, RE-integrated system is assessed to be economically feasible over 
its lifetime, appropriate fi nancial schemes to remove the barrier of high 
capital investment costs could be warranted. 

8.2.5.5 Case studies

Seawater desalination in a rural area of Mexico
Baja California Sur is an arid, sparsely populated coastal state where 
underground aquifers are over-exploited due to population growth, 
agricultural irrigation demands and tourism. Around 70 seawater desali-
nation plants are therefore operating using fossil fuel electricity and 
there are plans to construct more.

Small-scale desalination using solar PV is an alternative water supply 
option for the smaller, more remote communities in the state. Installed 
solar PV-powered seawater reverse osmosis plants can each produce 
19 m3 of fresh water per day with a total dissolved solids content of 
<250 ppm while consuming as little as 2.6 kWh/m3 (~9.4 MJ/ m3 ) 
of water (Contreras et al., 2007). The plants use an energy recovery 
device and integrate a battery bank to enable 24-hour operation. The 
balance between continuous, smooth operation and cost minimization 
depends on optimizing the integration and capacity of this battery 
bank. In the future, further integration of desalination plants and rural 
electrifi cation could be benefi cial to provide both clean water and sus-
tainable energy supplies.

Wind/hydrogen demonstration, Utsira, Norway
An autonomous wind/hydrogen energy demonstration system located 
on the island of Utsira, Norway was offi cially launched by Norsk Hydro 
(now Statoil) and Enercon (a German wind turbine manufacturer) in July 
2004. The main components of the system are a 600 kWe rated wind 
turbine, a water electrolyzer to produce 10 Nm3/h of hydrogen, 2,400 
Nm3 of hydrogen storage (at 20,000 kPa), a hydrogen-powered internal 
combustion engine driving a 55 kWe generator, and a 10 kWe proton 
exchange membrane (PEM) fuel cell.18  This innovative demonstration 

18 Nm3 is an uncompressed ‘normal’ cubic metre of gas at standard conditions of 0°C 
temperature and atmospheric pressure. 
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system supplies 10 households on the island providing two to three days 
of full energy autonomy (Ulleberg et al., 2010).

Operational experience and data collected from the plant over four to 
fi ve years showed the electrical energy consumption for the hydrogen 
production system (electrolyzer, compressor, inverter, transformer, and 
auxiliary power system) under nominal operating conditions is about 
6.5 kWh/Nm3 (~23.4 MJ/Nm3), equivalent to an effi ciency of about 45% 
(based on lower heat value). The effi ciency of the hydrogen engine/gen-
erator system is about 25%. Hence, the overall effi ciency of the wind to 
AC-electricity to hydrogen to AC-electricity system, assuming no storage 
losses, is only about 10%. If the hydrogen engine was to be replaced 
by a 50 kWe PEM fuel cell, the overall effi ciency would increase to 16 to 
18%. Replacing the present electrolyzer with a more effi cient unit (such 
as a PEM or a more advanced alkaline design), would increase the over-
all system effi ciency to around 20% (Ulleberg et al., 2010). 

The relatively low effi ciency of the system illustrates the challenge for 
commercial hydrogen developments. More compact hydrogen storage 
systems and more robust and less costly fuel cells need to be developed 
before autonomous wind/hydrogen systems can become technically and 
economically viable (Gardiner et al., 2008). Nevertheless, this project 
has demonstrated that it is possible to supply remote area communi-
ties with wind power using hydrogen as the energy storage medium, 
but that further technical improvements and cost reductions need to 
be made to compete with a wind/diesel hybrid. The overall wind energy 
utilization of only 20% could be improved by installing more suitable 
and effi cient load-following electrolyzers that allow for continuous and 
dynamic operation. Surplus wind power could also be used to meet local 
heating demands, both at the plant and in the households. In addition, 
the hydrogen could conceivably be utilized in other local applications, 
such as fuel for local vehicles and boats. The overall costs of the system 
are not known but are likely to be relatively high.

El Hierro – the Spanish Canary Islands
This, the smallest of the Canary Islands, used to meet the electricity 
demand of its 10,600 population (plus 60,000 tourists a year) with a 
10 MWe diesel generating set, 100 kWe and 180 kWe wind turbines 
and a small, low voltage distribution grid going around the 276 km2 
island (IEA, 2009b). The annual imported diesel fuel costs were around 
USD2005 3 million per year. In 2005, the local government implemented 
a 100% RE electricity programme with a budget for wind of approxi-
mately USD2005 20 million, for hydro approximately USD2005 50 million, 
and for solar approximately USD2005 10 million. Energy saving is a 
key part of the project, which includes local government incentives 
to encourage solar water heating installations. The demonstration 
programme has a simple payback period of around 30 years, so is 
supported by a consortium of seven partners including the European 
Commission under its ALTENER programme. 

The utility company Unelco-Endesa is developing the wind/hydro plant 
expected to be commissioned in 2011. The local government has a 
70% stake in the project and the islanders can also purchase shares. 

Five 2.2 MW turbines have been installed and surplus wind power 
will be used to pump water up a 3 km long, 0.5 m diameter pipe 
to the upper storage system, which is a lined volcanic crater giving 
200,000 m3 storage capacity and a 700 m head potential. This reser-
voir will be used to run a hydro plant to meet peak power demands 
and also act as balancing reserve during calm periods of up to seven 
days. Any surplus water could be used for irrigation purposes along 
with water from a desalination plant used to top up the system. The 
existing diesel generating plant remains for system balancing (and 
also as backup under extreme conditions) and is anticipated to initially 
meet around 20% of the annual total electricity demand. 

Solar PV is used for street lighting and is also to be installed on 10 
public buildings. Each 5 kW capacity system will feed any surplus power 
into the low voltage grid. Local, sustainably produced woody biomass is 
already used to meet a share of the heat demand. Biogas, produced from 
a range of feedstocks, is used to power a hybrid bus and could also be 
used for heat and power generation in the future (Insula, 2010). Electric 
vehicles are planned and the potential for ocean energy development is 
being assessed (Iglesias and Carballo, 2010). Successful initiation of the 
project resulted from major awareness campaigns undertaken for the 
islanders in 2005. Training sessions were also provided for locals so as to 
create a workforce of installers and maintenance personnel from within 
the population (de Angelis et al., 2010).

8.3 Strategic elements for transition 
pathways

For each of the transport, buildings, industry and primary production 
sectors, in order to increase the contribution of RE (Figure 8.2), possible 
strategies to overcome barriers and non-technical issues need to be bet-
ter understood. Preparing transition pathways for each specifi c strategic 
element in a region can enable the effective integration of RE with exist-
ing energy supply systems to occur.

In the IPCC 4th Assessment Report (IPCC, 2007) the economic mitiga-
tion potentials for each of the sectors were analyzed at various carbon 
prices (Figure 8.1219). The substitution of fossil fuels by RE sources for 
heat and electricity generation was included in the energy supply sector 
(together with fuel switching, nuclear power and CCS). Integration of 
biofuels for transport, RE for heating/cooling of buildings, RE for process 
heat for industry and RE in food and fi bre production were considered 
only to a limited degree. 

The IPCC 4th Assessment Report was based mainly on information 
and data collected from 2004 or earlier as published in the latest lit-
erature at the time. Since then, RE technologies have continued to 
evolve and there has been increased deployment due to improved cost 

19 In this chapter the ‘Energy Supply’ sector is covered in Section 8.2 and the ‘Waste’ 
sector discussion on biogas, landfi ll gas and municipal solid waste (MSW) incinera-
tion has been distributed between Sections 8.2.2, 8.2.3 and 8.3.4. 
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competitiveness, more support policies and increased public concerns 
about the threats of an insecure energy supply and climate change. In 
the following sections, for each of the transport, residential and com-
mercial building, industry and agriculture/forestry sectors, the current 
status of RE use, possible pathways to enhance increased adoption, the 
barriers to integration yet to be overcome, possible future trends and 
regional variations are discussed.

Ideally, the sectors need to be fl exible enough to cope with future 
integration of the full range of RE systems as these continue to evolve. 
As market shares increase, competition between RE technologies, as 
well as with other low-carbon technologies, could result. For example, 
if domestic solar and geothermal heating systems for individual build-
ings become more cost competitive, an existing bioenergy district 
heating scheme supported by the local municipality could become a 
stranded asset as building owners disconnect. Similarly, at the larger 
scale, should a new large nuclear or coal-fi red power plant with CCS 
be developed in a region to provide enough capacity to meet the 
future electricity demands of an energy-intensive industry, then this 
could compete with investment capital from the industry for develop-
ing a local geothermal, bioenergy or hydropower plant and potentially 
constrain such development for several decades, even where good RE 
resources exist. Failure to recognize future competition can result in 
an overestimation of the potential for integration of any single RE 
technology. Similarly, for road transport, it is uncertain how much 
investment in infrastructure for biofuel distribution, electric vehicle 
recharging or hydrogen production and storage will be required, or 
indeed how these technologies will compete. 

8.3.1 Transport

Demand for mobility is growing rapidly, with the number of motorized 
vehicles projected to triple by 2050 (IEA, 2009c). Globally, about 94% 
of transport fuels come from petroleum sources, about 70% of which is 
traded (EIA, 2010). Decarbonizing and improving the effi ciency of the 
transport sector will be critical for achieving long-term, deep cuts in 
carbon emissions. The potential exists for a transition by using larger 
quantities of RE as fuels (IEA, 2009c).

8.3.1.1 Sector status and strategies

In 2008, the direct combustion of oil products for transport accounted for 
around 18% of global primary energy use and produced approximately 
22%20 of energy-related GHG emissions (IEA, 2009d) and between 5 and 
70% of air pollutant emissions, (varying with the pollutant and region). 
Of the total transport fuel consumption worldwide in 2008 (around 96 
EJ, Figure 8.2), light duty vehicles (LDVs) consumed about half, with 
heavy duty vehicles (HDVs) accounting for 24%, aviation 11%, shipping 
10% and rail 3% (IEA, 2009d). Future energy supply security is a serious 
concern for the sector. 

To help meet future goals for both energy supply security and GHG 
reduction, oil use would need to be substantially reduced over a period 
of several decades. Many mitigation scenarios (Section 10.2) and other 
recent studies (C. Yang, 2008; IEA, 2008c; NRC, 2008) suggest that, 
other than diversifying the primary energy supply, a combination of 

20 23% in 2005 on a well-to-wheel basis.
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approaches will be needed to accomplish 50 to 80% reductions in trans-
port-related GHG emissions by 2050 (compared to current values) whilst 
meeting the projected growth in demand (IEA, 2009c).21

• Reduction of travel demand. Less total vehicle kilometres travelled 
might be best achieved by encouraging greater use of car-pooling, 
cycling and walking, combining trips, or telecommuting. City and 
regional ‘smart growth’ practices could reduce GHG emissions as 
much as 25% by planning cities so that people do not have to travel 
as far to work, shop and socialize (Johnston, 2007; PCGCC, 2010). 

• Shift to more energy effi cient modes (in terms of reduced MJ per 
kilometre). For example, people could move from LDVs to mass 
transit (bus or rail)22 or freight could be moved from trucks to rail 
or ships23 (IEA, 2009c). 

• Improved energy effi ciency of vehicles. Reducing vehicle weight, 
aerodynamic streamlining, and improving the designs of engines, 
transmissions and drive-trains will continue. Examples include 
hybrid electric vehicles (HEVs), turbo-charging of internal combus-
tion engines (ICEs) and down-sizing of installed vehicle engine 
power. Electric drive vehicles, employing either batteries or fuel cells, 
can be more effi cient than their ICE counterparts, but the full well-
to-wheel effi ciency will depend on the source of the electricity or 
hydrogen (Kromer and Heywood, 2007; NRC, 2008; Section 8.3.1.3). 
Consumer acceptance of high effi ciency drive-trains and lighter cars 
will depend on a host of factors including vehicle performance and 
purchase price, fuel price, and advancements in materials and safety. 
For light commercial trucks where high speeds are not needed, 
smaller, more effi cient engines may be suffi cient and could result 
in lower GHG emissions. In the HDV sub-sector for freight move-
ment, and in aviation, there are also potentially signifi cant energy 
effi ciency improvements (Section 8.3.1.6).

• Replacing petroleum-based fuels with low or near-zero carbon fuels. 
These include biofuels, electricity or hydrogen produced from low-
carbon sources such as RE, fossil energy with CCS or nuclear power. 
Other than biofuels, which provided around 2% of global road 
transport fuels in 2008 mostly as blends (Section 2.2), alternatives 
to petroleum-based fuels have had limited success thus far since 

21 In IEA scenarios, vehicles become about twice as effi cient by 2050. In the Energy 
Technology Perspectives ‘Blue Map’ scenario (50% GHG reduction by 2050), con-
ventional gasoline and diesel-powered LDVs are largely replaced by a portfolio of 
vehicle drive trains (IEA 2010c). At least half of GHG emission reductions come from 
a mix of improved effi ciency measures and alternative fuels (biofuels, electricity and 
hydrogen). These account for 25 to 50% of total transport fuel use in 2050, with 
liquid biofuels used more extensively in HDVs, aviation and marine applications.

22 Assuming that mass transit is operating at relatively high capacity. On a passenger-
km basis, the transport modes with the lowest GHG intensity are rail, bus and two-
wheel motor bikes, and the highest are LDVs and aviation.

23 For freight, shipping is the lowest GHG intensity mode on a tCO2-km basis, followed 
by rail, and then HDVs and aviation by at least an order of magnitude higher.

the total number of internal combustion engine passenger vehicles 
(ICEVs) is currently more than 99% of the global on-road vehicle fl eet 
(IEA, 2009c). Alternative fuels, including electricity for rail, presently 
represent about 5 to 6% of total transport energy use (IEA, 2009c). 
Exceptions include:

 • Brazil, where sugar cane bioethanol and some biodiesel supply 
 around 50% (by energy content) of total transport fuels used   
 for LDVs (IEA, 2007b), representing about 15% of total energy  
 use (EIA, 2010);  

 
 •  Sweden, where imported ethanol is being encouraged through

 taxation policy; and  

 • The USA where ethanol, derived from corn or imported from
 Brazil, is currently blended with gasoline up to 10% by vol-

  ume in some regions, although it still only accounts for about  
 3% of total US transport energy use (EIA, 2010).

Compressed natural gas (CNG) is widely used in LDV fl eets mainly in 
Pakistan, Argentina, Iran, Brazil and India (IANGV, 2009). Liquefi ed 
petroleum gas (LPG) is also used in several countries while Sweden 
is encouraging the use of biomethane for vehicles (IEA Bioenergy, 
2010b).24 Electricity also makes a contribution to the transport sector 
in many countries, mostly limited to rail.25 The context for alternative 
fuels is rapidly changing due to secure energy supply, oil price vola-
tility and climate change concerns, and a host of policy initiatives in 
Europe, North America and Asia are driving towards lower carbon 
fuels and zero-emission vehicles. 

8.3.1.2 Renewable fuels and light-duty vehicle pathways

A variety of more effi cient vehicles and/or compatible alternative fuels have 
been proposed including gasoline and diesel plug-in hybrid electric vehicles 
(PHEVs), battery electric vehicles (EVs), hydrogen fuel cell electric vehicles 
(HFCVs) and liquid and gaseous biofuels. Possible fuel/vehicle pathways 
(Figure 8.13) begin with the primary energy source, its conversion to an 
energy carrier (or fuel), and then the end use in a vehicle drive train. 

This section focuses on how the different RE pathways (including for liquid 
and gaseous biofuels; Sections 8.2.3, 8.2.4, and 2.6.3) can be integrated into 
the present transport system. Metrics include cost, GHG emissions from well-
to-wheel (WTW),26 energy use and air pollutant emissions (Section 9.3.4).

24 In Sweden, 19% of biogas produced in 2006 was upgraded to biomethane and used 
in vehicles, but only represented about 1% of total domestic transport energy use.

25 For Germany as an example, in 2008, surface passenger transport amount-
ed to 1,042 billion person-km of which roughly 8% was electric rail trans-
port (DPG, 2010). Several regional rail networks purchase only RE electricity.
This includes S-Bahn Hamburg that consequently avoids 60,000 t of CO2/yr 
(www.s-bahn-hamburg.de/s_hamburg/view/aktuell/presse/2009_12_04.shtml).

26 Made up of ‘well-to-tank’ emissions upstream of the vehicle, plus ‘tank-to-wheels’ 
tail-pipe vehicle emissions.
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Each fuel/vehicle pathway has different environmental impacts, costs 
and benefi ts from a life-cycle perspective. WTW analyses (MacLean and 
Lave, 2003; CONCAWE, 2007; Bandivadekar et al., 2008; L. Wang, 2008) 
account for all emissions including those associated with primary resource 
extraction, processing, delivery, conversion to a useful fuel, distribution 
and dispensing, and vehicle use. Composite sustainable fuel indicators for 
future transport pathways include a variety of factors in addition to GHG 
emissions (Zah et al., 2007) such as air quality and a secure energy supply. 
Sustainability issues, such as land use and water (Section 2.5) may impose 
further constraints as well as the use of materials. Commercializing new 
vehicle drive technologies could require large amounts of scarce, hard to 
access mineral resources. For example, automotive fuel cells require plati-
num, electric motors require powerful lightweight magnets that may use 
neodymium and lanthanum (Delucchi and Jacobson, 2009; Margonelli, 
2009; Mintzer, 2009), and the most likely next generation of advanced, 
lightweight, high-energy-density batteries will require lithium. Land use 
change impacts from biofuel feedstock production are sometimes but 

not always included (Fritsche et al., 2010; Section 2.5.3). Complementary 
discussions of these issues are provided in Chapters 2 and 9.

Status and prospects – vehicle technology
A variety of alternative vehicle drive-trains could use RE-based fuels, 
including advanced ICEVs using spark-ignition or compression-igni-
tion engines, HEVs, PHEVs, EVs and HFCVs. Several recent studies have 
assessed the performance, technical status and cost of different vehicle 
types (CONCAWE, 2007; Kromer and Heywood, 2007; Bandivadekar et 
al., 2008; IEA, 2009c; Plotkin and Singh, 2009). Fuel economy and incre-
mental costs of alternative-fuelled vehicles based upon these studies have 
been compared (Figures 8.14 and 8.15). Since each study employed dif-
ferent criteria and assumptions for vehicle design, technology status and 
development time frames (varying between 2010 and 2035), and since 
not all possible vehicle/fuel pathways were covered in all studies, the 
results have been normalized to those for an advanced gasoline ICEV, 
as defi ned in each study. The relative energy effi ciency assumptions for 

Liquid Fuel

Gaseous Fuel

Electricity

ICEV HEV Plug-in HEV Battery EV Fuel Cell EV

Fuel Processor

Gasoline
 Diesel

Oil Unconv. Oil Nat. Gas Coal Biomass

Solar, 
Hydropower, 
Wind, Ocean,
Geothermal

Nuclear

Renewable

Fossil

Nuclear

Primary
Energy Source

Energy 
Carrier

Vehicle

SYNTHETIC LIQUIDS
Methanol, DME, F-T, CH4, Ethanol

H2Electricity

Figure 8.13 | Possible fuel/vehicle pathways from primary energy sources, through energy carriers (yellow, to vehicle end-use drive-train options (with RE resources highlighted in orange). 

Notes: F-T= Fischer-Tropsch process. ‘Unconventional oil’ refers to oil sands, oil shale and other heavy crudes.
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different vehicle types also varied, especially for less mature technologies, 
although the overall fi ndings of all studies were fairly consistent.

Several trends are apparent in fuel consumption of light-duty vehicles:

• There is signifi cant potential to improve fuel economy by adopting new 
fuels and drivetrains and more advanced engines, improving aerody-
namic design of the vehicle and employing lighter weight materials. 

• HEVs increase effi ciency and improve tank-to-wheel fuel economy of 
the vehicle by 15 to 70% over advanced conventional gasoline ICEVs.

• Although still under development and in the demonstration phase, 
HFCVs may be 2 to 2.5 times more effi cient on a tank-to-wheel basis 
than non-hybrid gasoline ICEVs.

• EVs could operate around 3 to 4 times as effi ciently as gasoline 
ICEVs on a tank-to-wheel basis, not including electric power genera-
tion or oil extraction and processing ineffi ciencies.

• On a total WTW fuel cycle basis, the relative effi ciency improve-
ments for HFCVs and EVs are considerably less when electricity 
generation and hydrogen production losses are included. 

• Losses related to electricity generation, transmission and 
distribution range between 40 and 80%, depending on the 
source of power and transmission distance. A similar loss 
range occurs for hydrogen production, depending on the 

Figure 8.14 | Relative fuel economies of future alternative drive train light duty vehicles 
compared to advanced spark ignition, gasoline-fuelled, internal-combustion engine vehicles, 
based on several selected studies.

Notes: The comparative ratios only represent tank-to-wheel energy use. In a full analysis, well-
to-tank energy use should also be considered (Section 8.3.1.2) with overall system losses 
typically 5 to 15% for gasoline and diesel extraction, refi ning and delivery; 20 to 80% for 
biofuels depending on the type and biomass feedstock; 40 to 80% for electricity; and 40 to 
90% for hydrogen (M. Wang et al., 2006). Biofuels can be used in gasoline, diesel and hybrid 
drive train and biomethane in CNG engines. PHEV30 implies a 30 mile all-electric range (also 
termed PHEV 50km).
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primary energy source, conversion technology and distribution 
infrastructure. 

• In general, the higher the fuel economy, the higher the vehicle price 
(assuming similar size and performance). 

• There is uncertainty in the fuel economy and cost projections, par-
ticularly for HFCVs and EVs that are not yet commercially produced 
at high volumes. 

8.3.1.3 Transition pathways for renewable energy in 
 light-duty transport

Historically, major changes in transport systems, such as building canals 
and railroads, paving highways and adopting gasoline cars, have taken 
many decades to complete for several reasons.

• Passenger vehicles have relatively long lifetimes: 15 years average in 
the USA (Davis et al., 2010), 10 to 13 years in EU countries (Christidis 
et al., 2003), 11 to 13 years in Japan (M. Wang et al., 2006) and 16 
years in China (M. Wang et al., 2006). Even if a new technology rap-
idly moved to 100% of new vehicle sales, it would take many years 
for the present vehicle stock to ‘turn over’. In practice, adoption of 
new vehicle technologies occurs slowly and can take 25 to 60 years 
for an innovation to be used in 35% of the on-road fl eet (Kromer 
and Heywood, 2007). For example, research into gasoline HEVs in 
the 1970s and 1980s led to a decision to commercialize only in 1993 
with the fi rst vehicle becoming available for sale in 1997 in Japan. 
More than 13 years later, HEVs still represent only about 1% of new 
car sales27 and less than 0.5% of the worldwide fl eet (although low 
oil prices during part of this period were a possible factor). This slow 
turnover rate is also true for relatively modest technology changes 
such as the adoption of automatic transmissions, intermittent wind-
screen wipers and direct fuel injection (Kromer and Heywood, 2007; 
Bandivadekar et al., 2008). The time frame for new technologies 
relying on batteries, fuel cells or advanced biofuels could be even 
longer since they all need further RD&D investment and interna-
tional standardization before they can become fully commercialized. 
Further cost reductions may also be needed to achieve wide cus-
tomer acceptance.

• Changing fuel supply infrastructure, especially if switching on a 
major scale from liquids to gaseous fuels or electricity, will require 
a substantial amount of capital and take many decades to complete 
(IEA, 2009c; Plotkin and Singh, 2009). Developing new supply chains 
for RE and replacing existing fossil fuel systems will take time and 
require close coordination among fuel suppliers, vehicle manufactur-
ers and policymakers. 

27 In Japan adoption has been more rapid, with roughly 8% of the new car market in 
2009 captured by HEVs. 

Each fuel/vehicle pathway faces its own transition challenges that can 
vary by region. In terms of technology readiness of fuels and vehicles, 
challenges include infrastructure compatibility, consumer acceptance 
(costs, travel range, refuelling times, reliability and safety concerns), pri-
mary resource availability for fuel production, life-cycle GHG emissions, 
and environmental and sustainability issues including air pollutant 
emissions and competing demands for water, land and materials.

Millions of vehicles capable of running on liquid biofuels or biometh-
ane are already commercially available in the global fl eet. The cost, 
weight and life of present battery technologies are the main barriers 
to both EVs and PHEVs but the vehicles are undergoing rapid develop-
ment, spurred by recent policy initiatives worldwide. Several companies 
have announced plans to commercialize them within the next few years, 
albeit in relatively small numbers initially (tens of thousands of vehicles 
per year) and at higher retail prices than comparable vehicles, even with 
proposed subsidies. Electric two-wheel motor-bikes and scooters are a 
large and fast-growing market in the developing world, especially in 
China with 20 million annual sales in 2007 (Kamakaté and Gordon, 
2009). They have signifi cant potential for fuel effi ciency improvements 
and GHG reductions. HFCVs have been demonstrated, but are unlikely 
to be fully commercialized until at least 2015 to 2020 due to barriers of 
fuel cell durability and cost, on-board hydrogen storage and hydrogen 
infrastructure availability and cost. The timing for commercializing each 
technology is discussed in Section 8.3.1.4.

Liquid biofuel pathways
Biofuels are generally compatible with ICEV technologies and many 
vehicle owners already regularly choose liquid biofuels and blends, 
whereas only a small fraction of vehicles are adapted to run on gas-
eous fuels (CNG, LPG or hydrogen). Most of the existing gasoline and 
diesel ICEV and HEV fl eet, however, can only operate on relatively low 
fraction biofuel blends. Blends above 10% by volume of ethanol or 5% 
of biodiesel risk possible adverse effects on some engine designs and, 
in some cases, higher air pollution levels. Over 22 million fl exible fuel 
vehicles (FFVs), including motor bikes, have been designed to use either 
100% gasoline or blends of ethanol between E20 and E100 in Brazil 
(Section 8.2.4.6), up to E85 in the USA and Canada, and up to E75 in 
Sweden under winter conditions. The incremental cost to produce an 
FFV is estimated to be only USD2005 50 to 100 per vehicle, so in many 
cases, manufacturers offer these vehicles at the same price as a compa-
rable gasoline ICEV (EPA, 2010). 

Biomass can be converted into liquid fuels using many different routes 
(Section 2.3.3). First generation processes are commercially available 
and second generation and more advanced processes, aiming to con-
vert non-food, cellulosic materials and algae, are under development 
(Section 8.2.4). Advanced biofuels have potential for lower WTW GHG 
emissions than some fi rst generation and petroleum-derived fuels, but 
these technologies are still several years from market (Sims et al., 2008) 
(Section 2.6.3). 
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An advantage of liquid biofuels is their relative compatibility with the 
existing liquid fuel infrastructure and ease of blending with petroleum-
derived fuels (Section 8.2.4.1). In Brazil, for example, FFV users select 
their fuel blend based on price. Reduced vehicle range and fuel economy 
when using ethanol and, to a lesser extent, biodiesel, can also be a fac-
tor in consumer acceptance. 

Primary biomass resource availability from sustainable production 
(Fritsche et al., 2010) can be a serious issue for biofuels. Recent stud-
ies (IEA, 2009c; Plotkin and Singh, 2009) have assessed the potential 
for biofuels to displace petroleum products. Environmental and land 
use concerns could limit production to 20 to 30% of total transport 
energy demand or about 35 to 50 EJ/yr of biofuel in 2050 (IEA, 2008e) 
though this remains under debate (Section 2.6.3). Given that certain 
transport sub-sectors such as aviation and marine require liquid fuels, 
it may be that biofuels will be used primarily for these applications 
(IEA, 2008c), whilst electric drive train vehicles (EVs, PHEVs or HFCVs), 
if successfully developed and cost effective, might eventually domi-
nate the LDV sector.

Biomethane pathways
Biogas and landfi ll gas produced from organic wastes and green 
crops (Section 2.3.3) can be purifi ed by stripping out the CO2 (to give 
greater range per storage cylinder refi ll) and any H2S (to reduce risk 
of engine corrosion) (Section 8.2.3.3) to provide biomethane. Various 
pathways include injection into existing natural gas distribution systems 
(Section 8.2.3) or direct use in ICEVs, mainly with spark-ignition engines 
designed or converted to run on biomethane using similar modifi cations 
as for CNG.

Hydrogen/fuel cell pathways
Hydrogen is a versatile energy carrier that can be produced in several 
ways (Section 8.2.3). WTW GHG emissions vary for different hydrogen 
fuel/vehicle pathways, but both RE and fossil hydrogen pathways can 
offer reductions compared to gasoline vehicles (Section 8.3.1.4). 

Although hydrogen can be burned in a converted ICEV, more effi cient 
HFCVs are attracting greater RD&D investment by engine manufactur-
ers. Many of the world’s major automakers have developed prototype 
HFCVs, and several hundred of these vehicles, including cars and buses, 
are being demonstrated worldwide. HFCVs are currently very costly, in 
part because they are not yet mass produced. Fuel cell lifetimes are 
also relatively short. It is projected that the costs of HFCVs will fall with 
further improvements resulting from R&D, economies of scale from mass 
production, and learning experience (NRC, 2008). 

HFCVs could match current gasoline ICEVs in terms of vehicle per-
formance and refuelling times. The maximum range of present HFCV 
designs of LDVs is acceptable at around 500 km28 but hydrogen refi lling 

28 Some demonstration HFCVs have signifi cantly higher ranges. The latest demonstra-
tion Toyota HFCV has 70 MPa compressed gas storage and achieves a range of 790 
km under optimum conditions (www.cleanenergypartnership.de).

availability and the high cost of both vehicle and fuel remain key bar-
riers to consumer acceptance. Hydrogen is not yet widely distributed 
to consumers in the same way as gasoline, diesel and, depending on 
the market, electricity, natural gas and biofuels. Bringing hydrogen to 
large numbers of vehicle owners would require building a new refuelling 
infrastructure over several decades (Section 8.2.3.5). Hydrogen and fuel 
cells exhibit the ‘chicken and egg’ problem that vehicle makers will not 
introduce hydrogen cars until refuelling stations are in place, and fuel 
providers will not build refuelling stations until there are enough cars 
to use them. A solution is to introduce the fi rst hydrogen vehicles and 
stations in a coordinated fashion in a series of demonstration projects 
(Gronich, 2006; CAFCP, 2009; Nicholas and Ogden, 2010).

Hydrogen can be produced regionally in industrial plants or locally 
onsite at vehicle refuelling stations or in buildings. The fi rst steps to 
supply hydrogen to HFCV test fl eets and demonstrate refuelling tech-
nologies in mini-networks have been constructed in Iceland, California, 
Germany and elsewhere.29 System-level learning from these pro-
grammes is valuable and necessary, including development of safety 
codes and standards. In the longer term, in the USA for example, a mix 
of low-carbon resources including natural gas, coal (with CCS), biomass 
and wind power could supply ample hydrogen (NRC, 2008). The primary 
resources required to provide suffi cient fuel for 100 million passenger 
vehicles in the USA using various gasoline and hydrogen pathways have 
been assessed (Ogden and Yang, 2009). Enough hydrogen could be 
produced from wind-powered electrolysis using about 13% of the tech-
nically available wind resource. However, the combined ineffi ciencies of 
producing the hydrogen via electrolysis from primary electricity sources, 
then converting it back into electricity on a vehicle via a fuel cell, loses 
more than 60% of the original RE inputs. Electricity would be used more 
effi ciently in an EV or PHEV but hydrogen might be preferred in large 
vehicles requiring a longer range and faster refuelling times.

Hydrogen production and delivery pathways have a signifi cant impact 
on the cost to the consumer. In addition, compared to industrial uses, 
fuel cell grade hydrogen needs to be >99.99% pure and generally 
compressed to 35 to 70 MPa before dispensing. Using optimistic 
assumptions in the near-term, hydrogen at the pump might cost around 
USD2005 7 to 12/kg excluding taxes, potentially decreasing to USD2005 
3 to 4/kg30  over time (NRC, 2008). However, estimates range from 
about USD 8 to 10/kg for dispensed hydrogen produced from natural 
gas reforming and about USD 10 to 13/kg for hydrogen from electroly-
sis using grid electricity (NREL, 2009). RE electricity may increase the 
electrolyzed hydrogen cost. Given the potential higher effi ciency of 
fuel cell vehicles, the fuel cost per kilometre could eventually become 
competitive with ICEVs (Kromer and Heywood, 2007; NRC, 2008).

29 These include the GermanHy project (Bonhoff et al., 2009), Norway’s Hynor project 
(www.hynor.no), the California Fuel Cell Partnership (www.fuelcellpartnership.org), 
Japan’s Hydrogen and Fuel Cell Demonstration Project (www.nedo.go.jp), the Euro-
pean Clean Energy Partnership (www.cleanenergypartnership.de) and the EU Fuel 
Cells and Hydrogen - Joint Undertaking (ec.europa.eu/research/fch).

30 1 kg of hydrogen at 120.2 MJ (lower heat value) has a similar energy content to 1 
US gallon (3.78 litres) of gasoline.
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Several studies (Gielen and Simbolotti, 2005; Gronich, 2006; Greene et 
al., 2007; NRC, 2008) indicated that cost reductions were needed to bring 
down fuel cell vehicles to market clearing prices (through technological 
learning and mass production). In addition, to build the associated infra-
structure over several decades could cost hundreds of billions of dollars 
(Section 8.2.3.5). The majority of this cost would be for the incremental 
costs of early hydrogen vehicles, with a lesser amount needed for early 
infrastructure. Even at high oil prices, government support policies may 
most likely be needed to subsidize these technologies in order to reach 
cost-competitive levels and gain customer acceptance.

Electric and hybrid vehicle pathways
EV drive trains are relatively effi cient as is battery recharging as a way to 
store and use RE electricity. Combined EV effi ciencies (motor/controller 
90 to 95%; battery charge/discharge effi ciencies ~90%) for electric plug-
to-battery output-to-motor, are of the order of 81 to 86% (Kromer and 
Heywood, 2007), although electricity generation from primary energy 
sources including transmission and distribution losses is typically only 20 
to 60% effi cient (Graus et al., 2007; IEA, 2008c).

EV use is currently limited to neighbourhood and niche fl eet vehicles, 
from golf carts to buses. There are also a limited number of operating 
passenger and light truck EVs that were sold by GM, Ford, Toyota, Honda 
and others during the 1990s and early 2000s. Limited commercialization 
of new designs of EVs and PHEVs is underway partly in response to 
policy measures (Kalhammer et al., 2007) with several automobile man-
ufacturers making niche initial offerings. In Japan, Mitsubishi Motors 
and Fuji Heavy Industry launched EVs in 2009 and Nissan launched a 
model in 2010. GM has launched a PHEV in the USA and Toyota began 
road testing pre-commercial Prius PHEVs in 2010. 

Today’s lithium batteries cost USD 700 to 1,000/kWh (194 to 278 USD/
MJ), three to fi ve times the goal needed for an EV to compete with 
gasoline vehicles on a life cycle cost basis. The main transition issue is to 
bring down the cost and improve the performance of advanced batteries. 
Demonstrated lifetimes for advanced lithium battery technologies are 
presently only 3 to 5 years, whereas, ideally, a 10-year minimum life is 
required for automotive applications (Nelson et al., 2009).

For RE electricity to effectively serve growing EV markets, several inno-
vations would need to occur, such as having fl exibility in the charging 
schedule to refl ect varying RE generation outputs (and possibly by 
encouraging off-peak charging at night) and optimizing peak-time 
charging loads. Additional power generation and distribution capacity 
would then not necessarily be needed and there may be an adequate 
temporal match with wind, solar or hydropower resources. Flexible 
grids, interconnections, energy storage etc. (Section 8.2.1) may also be 
ways to help control and balance vehicle recharging demands when 
using variable RE resources. In addition, upgrading the distribution grid 
to include smart meters and RE technologies could manage the added 
load (IEA, 2009b). 

Public acceptance of EVs is yet to be demonstrated, but one attraction 
is that they can often be recharged at home, thereby avoiding trips to 
the refuelling station. However, home recharging would require new 
equipment that only 30 to 50% of households and apartments in the 
USA would be able to conveniently install (Kurani et al., 2009). Therefore 
a public recharging point infrastructure would need to be developed in 
some areas. Recharger technology costs vary with different levels.

• ‘Level 1’ home overnight charging, using a standard domestic plug 
socket at 110 V (e.g., in the USA) or 240 V (e.g., in Europe), could 
take several hours, compared with the quick refi ll time possible with 
liquid or gaseous fuels and the recharging system might cost USD2005 
700 to 1,300 to install (USDOE, 2008b).

• ‘Level 2’ charging could take less time but would require a special-
ized higher power outlet and cost USD 800 to 1,900 to install. 

• ‘Level 3’ fast-charge outlets at publicly accessible recharging sta-
tions might bring batteries to near full charge after only 10 to 15 
minutes, faster than level 1 or 2 charging technologies, but taking 
more time than refi lling an ICEV. They would costs tens of thousands 
of dollars for each recharging point. 

An EV can have a range of 200 to 300 km under good conditions com-
pared with a similar size ICEV of 500 to 900 km (Bandivadekar et al., 
2008). While this range is adequate for 80% of car trips in urban/subur-
ban areas, long distance EV travel would be less practical. This could be 
overcome by owners of small commuter EVs using rental or community 
cooperative car share HEVs or PHEVs31 for longer journeys (IEA, 2009b).

The added vehicle cost for PHEVs, while still signifi cant, is less than for 
a similar size EV and the range is comparable to a gasoline HEV. One 
strategy could be to introduce PHEVs initially while developing and 
scaling up battery technologies for EVs. This could help lead to more cost-
competitive EVs. However, HEVs will always be cheaper to manufacture 
than PHEVs due to their smaller battery capacity. Any advances in battery 
technologies will apply to HEVs as well as to PHEVs and EVs. 

8.3.1.4 Comparisons of alternative fuel/vehicle pathways

WTW GHG emissions differ, depending on the fuel/vehicle pathway. For 
petroleum fuels, most of the emissions are ‘tank-to-wheels’ and take 
place at the vehicles. The GHG emissions and environmental benefi ts of 
EVs depend on the marginal grid mix and the source of electricity used 
for vehicle charging. For  PHEVs the source of electricity also impacts 
the life cycle GHG emissions (Figure 8.16) but to a lesser degree. With 
the current US grid being 45% dependent on coal, WTW emissions from 

31 Community car sharing cooperatives exist in many cities in Europe, having started in 
Switzerland and Germany in 1987, and are now growing in North America (www.
carsharing.net and www.cooperativeauto.net/).
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Figure 8.17 | Well-to-wheels GHG emissions per kilometre travelled from selected studies of alternative light duty fuel/vehicle pathways, normalized to the GHG emissions value of a 
gasoline internal combustion engine light duty vehicle (ICEV) but excluding land use change, vehicle manufacturing, and fuel supply equipment manufacturing impacts. 

Notes: WTW GHG emissions per kilometre for the gasoline ICEV reference vehicle (‘Gasoline ICEV’ = 1 on the y-axis) were normalized to the average emissions taken from the gasoline 
ICEV in each study, which ranged from 170 to 394 gCO2/km. For all hydrogen pathways, hydrogen is stored onboard the vehicle as a compressed gas (GH2). 
SMR = steam methane reformer. 

EVs would give only around 20 to 40% GHG emission reduction over 
effi cient gasoline vehicles (Figure 8.17). By way of contrast, the French 
electric grid with a major share from nuclear power, or the Norwegian 
system dependent on hydropower, would give relatively low-carbon 
WTW emissions (Zgheib and Clodic, 2009).

For electricity and hydrogen, all emissions are ‘well-to-tank’ and the 
vehicle itself has zero GHG emissions except in the manufacturing 
process. For RE biofuel pathways, carbon emissions at the vehicle are 
partially offset by carbon uptake from the atmosphere by future biomass 
feedstocks. The degree of this offset is uncertain because of indirect land 
use issues (Searchinger et al., 2008; Fritsche et al., 2010; Section 2.5).

Various studies have developed scenarios for decarbonizing electricity 
grids over the next few decades (Sections 8.2.1 and 10.2), which would 
result in reduced WTW emissions for EVs, HEVs and PHEVs (EPRI, 2007; 
IEA, 2009c). Using larger fractions of RE or other low-carbon electric-
ity, WTW emissions would, over time, become smaller than they are 
in many regions at present. EVs, having zero tailpipe emissions, can 
also reduce urban air pollution. However, if the electricity is produced 
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Figure 8.16 | Life cycle GHG emissions (excluding land use change) from a range of light 
duty vehicle types as a function of the GHG emission intensity of electricity generation 
systems using coal, natural gas or low-carbon technologies including nuclear and RE 
(Samaras and Meisterling, 2008).

Notes: The slight slopes of the conventional gasoline vehicle (CV) and HEV lines refl ect 
the GHG emission intensity of the electricity used during production of the vehicles. Gen-
eration options correspond to various GHG intensities and provide insight into the impact 
of different generation mixes. For example, a ‘low-carbon’ portfolio could include nuclear, 
wind and coal with CCS. The vertical line at 670 g CO2eq/kWh (186 CO2eq/MJ) indicates 
the current US average life cycle GHG intensity. PHEV-30, -60, and -90 imply all-electric 
vehicle range in miles.
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from an uncontrolled source (such as coal plants without particulate
scrubbers), one source of pollution might simply be substituted for 
another but in a different location (Kromer and Heywood, 2007; 
Bandivadekar et al., 2008).

Making a transition to new fuels and types of vehicles is a complex 
process involving technology, cost, infrastructure, consumer accep-
tance and environmental and resource impacts. Transition issues vary 
for biofuels, hydrogen and electric vehicles. Biofuels have a clear start 
and could grow rapidly over the next decade (Section 2.8), but over the 
longer term, no one option is seen to be a clear ‘winner’ and all will take 
several decades to achieve large RE shares of the transport market.

8.3.1.5 Low-emission propulsion and renewable energy 
 options in other transport sectors

Heavy duty vehicles 
Globally, HDVs, consisting mainly of freight trucks and long-haul tractor-
trailers, account for about 24% of transport-related energy use and a 
similar fraction of GHGs (IEA, 2009c). Other HDVs include buses and 
off-highway vehicles such as agriculture and construction equipment. 
As is the case for LDVs, several strategies can reduce fuel consumption 
and GHG emissions such as by:

• Partially switching to lower carbon fuels;

• Switching freight from trucks to more energy effi cient modes such as 
rail and inland waterways;

• Streamlining operational logistics for handling freight and using GPS 
routing technology to avoid empty return trips; and

• Further increasing vehicle effi ciency, perhaps by up to 30 to 40% by 
2030 (IEA, 2009c), through more advanced engines, exhaust gas 
energy recovery (via advanced turbo-charging or turbo-compounding), 
hybrid vehicles (which may include either electric or hydraulic motors), 
weight reduction, lower rolling resistance tyres, use of aerodynamic 
technologies on the tractor and trailer, longer trains of more than one 
trailer, more effi cient driving behaviour, optimized automatic gear shift-
ing, speed reduction, and use of more effi cient auxiliary power units 
(APUs) used when decoupled from the power train.

Presently, about 85% of freight-truck fuel is diesel, with the remainder 
being gasoline. Integrating biofuels into the fuel mix would be the most 
straightforward RE option. Second generation biofuels could become 
a more signifi cant blend component in diesel fuel for trucks, possibly 
reaching as high as 20 to 30% by 2050 (IEA, 2008c). Due to the range 
and resulting fuel storage requirements for long-haul HDVs, the use of 
other lower-carbon fuel options such as CNG, LPG, compressed biometh-
ane, hydrogen (for either HFCVs or ICEVs) or electricity would likely be 
limited to urban or short-haul HDVs, such as refuse trucks, delivery trucks 

and buses.32 LNG might become an option for freight transport though 
it faces the key hurdles of limited driving range and lack of refuelling 
infrastructure. For example, an LNG truck could travel around 600 km 
between refuelling, only around half the range of some diesel trucks. The 
additional weight of onboard LNG tanks can pose constraints for vehicle 
payloads. For urban fl eets where more stringent air pollution controls 
and a common refuelling site exist, LNG may be viable for applications 
such as refuse trucks (EIA, 2010). Another potential use of low-carbon 
hydrogen or electricity might be to power onboard fuel cell APUs or 
charge batteries, although neither of these options is yet cost effective. 
Trucks could also plug into an electrical energy source at a truck stop to 
run their accessories, but the GHG reduction benefi t would depend on 
the carbon footprint of the local electricity source.

The reduction of fuel consumption and GHG emissions in HDVs may 
be more diffi cult than for LDVs due to more limited weight reduction 
potential, slower vehicle turnover, faster growth in vehicle kilometres 
travelled (VKT), less discretionary freight movement, and inherent eco-
nomic drivers that continuously aim to minimize HDV operating costs. 
Many HDVs are purchased for fl eet operations, so there could be an 
opportunity to integrate alternative fuels and vehicles by providing 
fl eet-wide support for new fuelling infrastructure, technology mainte-
nance and, if needed, driver training. According to the IEA’s baseline 
scenario (IEA, 2008c), HDV energy use by 2050, even with improved 
energy effi ciency of about 20%, is projected to increase by 50% due 
to double the current quantity of worldwide freight moved by trucks, 
mostly in non-OECD countries.

Aviation
Aviation energy demand accounts for about 11% of all transport 
energy and this could double or triple by 2050 (IEA, 2009c). Rapid 
growth of aviation emissions is due to the increase of air traffi c vol-
umes for both passenger and freight, with aviation usually having the 
highest energy and GHG intensity of all transport modes. About 90% 
of fuel use and GHG emissions occur in fl ight, mostly at cruising alti-
tude (TRB, 2009). Effi ciency improvements can play an important role 
in reducing aviation energy use by 30 to 50% in future aircraft designs 
compared with 2005 models (IEA, 2009c). These include improved 
aerodynamics, airframe weight reduction, higher engine effi ciency, 
as well as improvements in operation and air traffi c control manage-
ment to give higher load factors, improved routing, and more effi cient 
ground operations at airports (including gate electrifi cation and use of 
low carbon-fuelled service vehicles) (TRB, 2009). A slow average fl eet 
turnover of around 30 years (IEA, 2009c; TRB, 2009) will delay the pen-
etration of advanced aircraft designs. Although reductions in energy 
use per passenger-km or per cargo tonne-km can be substantial, they 
are unlikely to be able to completely offset the expected increase in 
GHG emissions arising from higher demand for air freight and pas-
senger transport. 

32 An electric bus with a range of 200 km and recharged daily from 50 kWe of solar PV 
panels installed on the roof of the bus station, has been operating in Adelaide since 
2009 (IEA, 2009b).
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Aircraft will continue to rely mainly on liquid fuels due to the need for 
high energy density fuels in order to minimize fuel weight and volume. 
In addition, due to safety, the fuels need to meet more stringent require-
ments than for other transport modes, including thermal stability (to 
assure fuel integrity at high engine temperatures and to avoid freezing 
or gelling at low temperatures), specifi c viscosity, surface tension, igni-
tion properties and compatibility with aircraft materials. Compared to 
other transport sectors, aviation has less potential for switching to lower 
carbon footprint fuels due to these special fuel requirements. In terms of 
RE, various aircraft have already fl own test fl ights using various biofuel 
blends, but signifi cantly more processing is needed than for road fuels 
to ensure that stringent aviation fuel specifi cations are met. Standards 
to allow greater biofuel blend fractions into conventional aviation fuel 
are currently under development. Industry and policy views on biofuels 
as a share of total aviation fuels by 2050 range from a few percent up 
to 30% (IEA, 2009c).

Liquid hydrogen is another long-term option, but faces signifi cant 
hurdles due to its low volumetric energy density. Fundamental aircraft 
design changes would be needed to accommodate cryogenic storage, 
and airports would have to construct a hydrogen distribution and refuel-
ling infrastructure. The most likely fuel alternatives to conventional jet 
fuel are therefore synthetic jet fuels (from natural gas, coal or biomass) 
since they have similar characteristics. Net carbon emissions will vary 
depending on the fuel source.

Maritime
Marine transport, the most effi cient mode for moving freight, currently 
consumes about 9% of total transport fuel, 90% of which is used by 
international shipping (IEA, 2009c). Ships rely mainly on heavy fuel 
(‘bunker’) oil, but lighter marine diesel oil is also used. Heavy fuel oil 
accounts for nearly 80% of all marine fuels (IEA, 2009c). Its combustion 
releases sulphates that in turn create aerosols that may actually mitigate 
GHG impact by creating a cooling effect, though this will decline as 
ever more stringent air quality regulations aimed at reducing particulate 
emissions through cleaner fuels will require lower-sulphur marine fuels 
in the future. An expected doubling to tripling of shipping transport by 
2050 will lead to greater GHG emissions from this sector.

Due to a fragmented industry where ship ownership and operation 
can occur in different countries, as well as a slow fl eet turnover with 
typical ship replacement occurring about every 30 years (IEA, 2009c), 
energy effi ciency across the shipping industry has not improved at the 
same rate as in the HDV and aviation sectors. Hence, signifi cant oppor-
tunities exist to reduce fuel consumption through a range of technical 
and operational effi ciency measures (IEA, 2009d; TRB, 2009) including 
improvements in:

• Vessel design (e.g., larger, lighter, more hydro-dynamic, lower drag 
hull coatings);

• Engine effi ciency (e.g., diesel-electric drives, waste heat recovery, 
engine derating);

• Propulsion systems (e.g., optimized propeller design and operation, 
use of sails or kites);

• More effi cient and lower GHG APUs; and
• Operation (e.g., speed reduction, routing optimization, better fl eet 

utilization, reduced ballast).

These measures could potentially reduce energy intensity by as much as 
50 to 70% for certain ship types (IEA, 2009c). 

The key application of RE in marine transport could be through the 
use of biofuels. Existing ships could run on a range of fuels, including 
blends of biodiesel or lower quality fuels such as unrefi ned bio-crude 
oil produced from pyrolysis of biomass (Section 2.3.3). Engines would 
probably need to be modifi ed in a manner similar to HDV road vehi-
cles in order to operate reliably on high (80 to 100%) biofuel blends. 
Other RE and low-carbon options could include the use of on-deck 
hybrid solar PV and micro-wind systems to generate auxiliary power; 
solar thermal systems to provide hot water, space heating or cooling; 
wind kites for propulsion; and electric APU systems plugged into a 
RE grid source while at port. Although nuclear power has been used 
for decades by some navies, as well as ice breakers and a handful of 
other ships, widespread marine use would require large investments, 
demand for specialized crews and the need to deal with complex legal 
and security concerns. As a result, onboard nuclear marine power 
appears to be an unlikely and limited alternative for commercial ship 
propulsion (TRB, 2009). 

Rail
Rail transport accounts for only about 3% of global transport energy use, 
but by 2050, rail freight volume is expected to increase by up to 50% 
with most of this growth occurring in non-OECD countries (IEA, 2009d). 
Rail moves more freight and uses an order of magnitude less energy per 
tonne-kilometre than road HDVs due to its much higher effi ciency (IEA, 
2009c). Rail transport is primarily powered by diesel fuel, especially for 
freight transport. However, electrifi cation is increasing and accounted 
for 31% of global rail sector energy use, including both freight and pas-
senger transport, in 2006 (IEA, 2009c). In certain economies including 
OECD Europe, the Former Soviet Union and Japan, over 50% of the rail 
sector is electric. Growth in high-speed electric rail technology continues 
rapidly in Europe, Japan, China and elsewhere. As with shipping, the use 
of high-sulphur fuels has helped to mitigate net GHG emissions due to 
the negative radiative forcing effect of sulphates, but this trend has 
other negative environmental consequences and will likely decline 
with stricter clean fuel regulations. 

Rail sector effi ciency increases of up to 20 to 25% are possible (IEA, 
2009c; TRB, 2009) including:

• Upgrading locomotives to more effi cient diesel engines, hybrids 
 and APUs;
• Increasing load factors by reducing the empty weight of the rolling 

stock, lengthening trains and using double-stacked containers; and



672

Integration of Renewable Energy into Present and Future Energy Systems Chapter 8

• Operational improvements such as operator training, optimized 
logistics and reduced idling. 

The two primary pathways for RE penetration in rail transport are 
through increased use of biodiesel, which may account for 2 to 20% 
of rail fuel use in 2050 (IEA, 2009d) and a further shift towards 
electrifi cation. Compared to their diesel counterparts, all-electric 
locomotives can improve life cycle effi ciency by up to 15%, (though 
less improvement if compared to a diesel hybrid-electric drive sys-
tem that includes battery storage). GHG emissions can be further 
reduced as electricity generation switches to RE, nuclear power and 
fossil fuels with CCS. Although the use of hydrogen fuel cells may be 
limited due to range, energy storage and cost issues, the challenges 
for installing fuel cells on locomotives appear to be fewer than for 
passenger HFCVs. Compared with LDVs, a rail system provides more 
room for hydrogen storage, offers economies of scale for larger fuel 
cell systems and uses the electric traction motors already installed in 
diesel-electric locomotives. 

8.3.1.6 Future trends for renewable energy in transport

The most important single trend facing the transport sector is the 
projected high growth of the road vehicle fl eet worldwide, which is 
expected to triple from today’s 700 million LDVs by 2050 (IEA, 2008c). 
Achieving a low-carbon, sustainable and secure transport sector will 
require substantial vehicle technology advancements and public 
acceptance of these new vehicles and alternative fuels, strong policy 
initiatives, monetary incentives, and possibly the willingness of cus-
tomers to pay additional costs for fuels and vehicles. There is scope 
for RE transport fuel use to grow signifi cantly over the next several 
decades, playing a major role in this transition. 

In the future, a wider diversity of transport fuels and vehicle types is 
likely. These could vary by geographic region and transport sub-sector. 
For applications such as air and marine, liquid fuels are currently the 
only practical large-scale option. In the LDV sector, increased use of 
electric drive-train technologies has already begun, beginning with 
HEVs, and potentially progressing to PHEVs and EVs as well as pos-
sibly to HFCVs (IEA, 2008c). Historically, the electric and transport 
sectors have been developed separately, but, through grid-connected 
EVs, they are likely to interact in new ways by charging battery 
vehicles, or possibly ‘vehicle-to-grid’ electricity supply (Section 8.2.1; 
McCarthy et al., 2007).

Environmental and secure energy supply concerns are important moti-
vations for new transport systems but sustainability issues may impose 
constraints on the use of alternative fuels or new vehicle drive trains. 
Understanding these issues will be necessary if a sustainable, low-car-
bon future transport system is to be achieved. Meeting future goals 
for GHG emissions and secure energy supplies will mean displacing 
today’s ICEVs, planes, trains and ships with higher effi ciency, lower 

GHG emission designs, switching to more effi cient modes of transport 
and ultimately adopting new low- or zero- carbon fuels that can be 
produced cleanly and effi ciently from diverse primary sources. There 
is considerable uncertainty in the various technology pathways, and 
further RD&D investment is needed for key technologies (including 
batteries, fuel cells and hydrogen storage) and for RE and low-carbon 
production methods for the energy carriers of biofuels, hydrogen and 
electricity. 

Recent studies (IEA, 2008b, 2009d) see a major role for RE transport 
fuels in meeting future societal goals, assuming that strict carbon limits 
are put in place. Given uncertainties and the long timeline for change, 
however, it may be important to maintain a portfolio approach that 
includes behavioural changes (to reduce VKT), more effi cient vehicles 
and a variety of low-carbon fuels. This approach may help recognize 
that people ultimately make vehicle purchase decisions, and that differ-
ent technologies and fuel options will need to fi t their various situations 
and preferences. 

Present transport fuels and vehicle engine technologies represent sunk 
investments that, with experience and economies of scale, have pro-
gressed down their respective technological learning curves over the 
past century. Therefore, new alternative fuels and technologies are 
naturally disadvantaged (Section 11.11). Making the hydrogen, biofuel 
or electricity energy carriers more cost effective, effi cient and reliable is 
one condition for providing RE for transport. Subsidies, tax exemptions 
and fuel standard exemptions for alternative fuel vehicles all have an 
impact on future market shares. To enable electricity or hydrogen from 
RE fuels to power transport vehicles, incentives such as low electric-
ity prices relative to gasoline, carbon charges, subsidized low-carbon 
electricity and fi rst-cost vehicle subsidies could be necessary to make 
EVs, PHEVs and HFCVs viable options (Avadikyan and Llerenaa, 2010). 
Policies could specifi cally provide incentives for infrastructure develop-
ment that might enable biofuel production, trade and blending at high 
levels, public recharging of EVs, and hydrogen production and distribu-
tion. However, at this stage, it is not possible to determine which of 
these options will become dominant and should therefore receive the 
bulk of such incentives.

8.3.2 Buildings and households

Decarbonization of the building sector33 can result from integration of RE 
in electric power systems (Section 8.2.1), heating and cooling networks 
(Section 8.2.2) and gas grids (Section 8.2.3) or by installing RE technolo-
gies onsite directly integrated into the building structure (Figure 8.1). 
RE deployment in a building can be combined with energy effi ciency 
measures and encouraging energy conservation through education and 
behavioural change of the occupants (Pehnt et al., 2009a). 

33 The ‘building sector’ is defi ned here as the combination of the ‘residential’ sector, the 
‘commercial and public services’ sector and the ‘non-specifi ed’ sector as segregated 
for IEA data. 



673

Chapter 8 Integration of Renewable Energy into Present and Future Energy Systems

8.3.2.1 Sector status

The building sector in 2008 accounted for about 92 EJ, or 32% of total 
global fi nal energy consumption (IEA, 2010b; Figure 8.2). Around 4 EJ 
(±15%) of this total consumer energy was from combustion of around 
31 EJ of traditional biomass for cooking and heating, assuming effi -
ciency of combustion was around 15% (Section 2.1). Excluding this 
biomass, the residential sector consumed over half the total building 
energy demand followed by the commercial and public service buildings 
that slightly increased their share of the total since 1990 (IEA, 2010b). 
GHG emissions from the building sector, including through electricity 
use, were about 8.6 Gt CO2 in 2004 with scope for signifi cant reduction 
potential mainly from energy effi ciency34 (IPCC, 2007; IEA, 2009b).

Projections of energy demand for the building sector by region can vary 
considerably as a result of different assumptions of population growth 
rates, household numbers and service sector activity in each country. In 
OECD countries, decreasing energy use for heating buildings in OECD 
countries is expected as a result of energy effi ciency and other poli-
cies (IEA, 2010b). For example, the EU Energy Performance of Buildings 
Directive, May 2010, demands that “member states shall ensure that by 
2020, all new buildings are nearly zero-energy buildings” (EC, 2010). By 
contrast, non-OECD countries, as a result of signifi cantly faster growing 
populations and increased average standard of building stock, will be 
faced with a potentially very large growth in energy demand, particu-
larly for cooling. However, assuming stringent energy effi ciency policies 
under the IEA 450 Policy Scenario, by 2035 the total sector demand 
could rise by only 25% above current levels to ~116 EJ (Figure 8.2).

A broad typology of the building sector includes 

• Commercial buildings and high-rise apartment buildings in 
mega-cities;

• Small towns of mainly attached and detached dwellings; 
• Historic quarters; 
• New urban subdivision developments; 
• Wealthy suburbs; 
• Poor urban areas; and 
• Small village settlements in developing countries that have limited 
 access to energy services. 

The composition of age class of the building stock of a country infl u-
ences its future energy demand, especially for heating and cooling. 
Many buildings in developed countries have average life spans of 120 
years and above, hence energy effi ciency measures and the integra-
tion and deployment of RE technologies will need to result mainly from 
the retrofi tting of existing buildings. Developing countries currently have 
stock turnover rates of 25 to 35 years on average with relatively high 
new building construction growth (IEA, 2010d), therefore offering good 
opportunities to integrate RE technologies through new building designs. 

34 Full details of the potential for energy effi ciency and RE in the building sector were 
provided in Chapter 6 of the IPCC 4th Assessment Report – Mitigation (Levine et al., 
2007).

Energy service delivery systems for residential and commercial buildings 
vary depending on the energy carriers available, local characteristics of 
a region and its wealth. To support the basic human requirements, liveli-
hoods and well-being of the people living and working in buildings in 
both developed and developing countries, the appliances used in these 
buildings provide a variety of basic energy services including for:

• Space heating, water heating, cooking; 
• Cooling, refrigeration; 
• Lighting, electronic and electrical appliances; 
• Water pumping and waste treatment.

For both residential and commercial buildings, RE energy carriers and 
service delivery systems vary depending on the local characteristics of a 
region and its wealth (Section 9.3). In order to curb GHG emissions from 
the sector a combination of approaches are likely to be needed.

Reducing energy demand for heating and cooling
Whereas heating loads are generally large in OECD countries and econ-
omies in transition, in most developing countries, energy for cooling is 
often a higher demand. For both heating and cooling, the design of a 
building can contribute to lowering the energy demand. A UK regulation 
that began in the London Borough of Merton (IEA, 2009b) requires new 
building developers to integrate RE technologies to meet 10% of total 
energy demand. This has resulted in energy effi cient building designs 
being constructed in order to minimize the additional costs of RE to 
meet the regulation and exemplifi es the links between RE and effi -
ciency. Where heat loads dominate, passive designs (that receive natural 
solar heat gain in winter and/or avoid excessive heating in summer), 
optimization of window surfaces, and insulation levels can contribute 
to reducing the demand for heating as well as facilitating natural light-
ing (see Chapter 3). In warm climates where cooling loads dominate, 
adapting bio-climatic principles of traditional designs to new building 
stock, such as extensive shading and natural ventilation, can contribute 
to decreasing energy demand. 

Improving effi ciency of appliances
Improved energy effi cient designs of systems and appliances, such as 
gas condensing boilers, heat pumps, district heating from CHP plants 
(Section 8.2.2), electronic appliances when on standby, light-emitting 
diodes (LEDs) and compact fl uorescent light bulbs (CFLs), can contribute 
to reduced energy demand. Since the life span of such technologies is 
relatively small compared with the building itself, policies to encourage 
uptake of energy effi cient appliance designs can be key to achieving 
CO2 reductions in the short term. In dwellings currently without access 
to electricity even for basic lighting (Lighting Africa, 2010), installing 
RE technologies such as small PV systems or micro-hydropower can 
be relatively expensive. So electricity demand should be minimized by 
use of energy effi cient appliances such as LEDs and CFLs. Improved 
energy use and energy management systems in residential and com-
mercial buildings continue to be found through R&D investment (Figure 
8.18). For example, smart appliances that use less energy, and operate 
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automatically at off-peak times for use with future ‘intelligent’ electricity 
networks (Cheung and Wilshire, 2010), are beginning to reach the market.

Building management
An energy manager of a commercial or multi-unit apartment building is 
usually responsible for multiple objectives including the integration of 
RE as well as managing energy use, providing comfort for those living 
or working in the building, and reducing environmental impacts, all for 
minimal cost. Various building energy management systems and con-
trols have been developed to balance these multiple objectives (Dounis 
and Caraiscos, 2009). Measuring and monitoring both energy use and 
the building environment are usually required (Figure 8.18) (Wei et al., 
2009). Monitoring techniques can also be deployed in apartment build-
ings with home energy management standard technologies installed to 
control and actuate appliances as part of a distributed energy network.
 
RE technology deployment 
Low or near-zero carbon fuels from modern biomass, geothermal and 
solar thermal currently supply around 3.5 to 4.5 EJ/yr, or about 6 to 
8% of the total global heating demand for buildings (excluding tradi-
tional biomass) (IEA, 2007c). The share of RE for heating and cooling 
building space has the potential to be signifi cantly increased in many 
regions using a range of new and improved RE technologies including 
cost-competitive and effi cient enclosed pellet and other biomass stoves, 
heat pumps using low temperature heat available from ambient energy 
sources35 (IEA, 2007c), solar thermal and PV systems, solar cooling sys-
tems and hybrid technologies such as combining solar thermal with 
biogas boilers, heat pumps or PV systems. 

Policies to encourage the greater deployment of RE heating/cooling 
systems are not common, but several successful national and municipal 

35 Ambient heat energy can be extracted from air, surface water or the ground (also 
referred to as shallow geothermal energy).

approaches are in place (IEA, 2007c; Section 11.5.4). Electricity gener-
ated from RE sources is already widely utilized by the building sector. 
Increasing shares (Sections 8.2.1 and 10.3) could result in reduced sec-
tor GHG emissions (as could the use of electricity from the increased 
uptake of nuclear and CCS low-carbon supply side technologies). For 
air-tight, single-residential, multi-residential or commercial building 
designs, high energy demands for forced ventilation can be reduced 
through appropriate selection and hybridization of RE power genera-
tion, solar chimneys and wind cowls (Antvorskov, 2007). An innovative 
transition pathway to help decarbonize heat demand consists of using 
thermal storage systems that can also aid the balancing of variable 
electricity supplies (Hughes, 2010). 

8.3.2.2 Renewable energy and buildings in developed 
countries

For any building class category in any given region, RE strategies and 
associated RE technical options can be developed based on the charac-
teristics of the present or planned buildings, the building energy demand 
as a result of climatic conditions, and the RE resources available. This 
section examines the options to integrate RE into the built environ-
ment of developed countries. Following are options for urban (Section 
8.3.2.3) and rural (Section 8.3.2.4) areas of developing countries. These 
contrasting situations face very different opportunities and challenges 
when endeavouring to accelerate RE uptake.

In the OECD and other major economies, most urban buildings are con-
nected to electricity, water and sewage distribution schemes, and some 
to DHC schemes (Section 8.2.2). Many also use electricity, natural gas 
or LPG for heating and cooking, giving greater convenience to residents 
than using coal or oil products to provide these services. Woody biomass 
is also used for space and water heating, normally in effi cient enclosed 
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Figure 8.18 | Technology development pathways in Japan for future energy effi ciency and RE technologies for use in residential and commercial buildings (METI, 2005). 
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stoves more than open fi res, but the fuel requires more handling and 
storage space than coal or oil with greater energy densities. Wood pellet 
stoves are therefore becoming popular, in part due to their operating 
convenience and the greater energy density of pellets compared to fi re-
wood logs (Section 2.3.2.1). Other RE conversion technologies such as 
solar water heaters and ground source heat pumps often have simple 
economic payback periods of fi ve years or longer. Nevertheless, their 
integration in buildings is expanding in order to improve the quality of 
life of the residents whilst simultaneously realizing low carbon emission 
ambitions and security of future energy supplies (IEA, 2009b). 

Challenges caused by RE integration 
Greater integration of RE into the built environment is directly depen-
dent on how urban planning, architectural design, engineering and a 
combination of technologies can be integrated. Tools and methods to 
assess and support strategic decisions for planning new building con-
struction and retrofi ts are available (Doukas et al., 2008), including 
computer simulations to project the outcomes of a planning strategy 
(Dimoudi and Kostarela, 2008; Larsen et al., 2008). Therefore, to achieve 
more rapid RE deployment in the building sector of a city, town or 
municipality in an OECD country: 

• A new vision for urban planning could be produced, based on the 
available RE energy resources;

• New buildings could be designed to accommodate the RE technolo-
gies for them to generate heat and electricity onsite rather than be 
consumers of imported energy as at present; and

• Assessments of the economic and non-economic barriers to RE 
technology deployment could be made and the need for supporting 
policies considered.

A transition from a fossil fuel-based, centralized energy supply system to 
a more distributed energy system with increased RE integration would 
need a comprehensive revision of how urban space has been tradition-
ally planned and occupied. Changes in land and resource use, as well as 
modifying planning regulations to better accommodate RE technologies 
with the existing energy supply, are major strategic amendments that 
could be made to shape their integration.

The greater deployment of RE resources in an urban environment (IEA, 
2009b) may require innovative use of roof and wall surfaces of the 
buildings to facilitate the uptake of RE technologies. This would affect 
the orientation and height of buildings in order to gain better access 
to solar radiation and wind resources without shading or sheltering 
neighbouring installations. Local seasonal storage of excess heat using 
ground source heat pumps may also contribute, along with more effi -
cient bioenergy systems such as novel small-scale CHP systems that can 
run on natural gas or biogas (NZVCC, 2008; Aliabadi et al., 2010). 

The technical challenges of integrating variable and distributed RE power 
and heat generation (Sections 8.2.1 and 8.2.2) can be partly resolved 

by the smart use of appliances in buildings. Technological advances 
can assist the integration of RE into the built environment, including 
energy storage technologies, real-time smart meters, demand side man-
agement and more effi cient systems. Advanced electricity meters with 
bi-directional communication capability and the use of related informa-
tion technologies interfacing with intelligent technology for appliances 
are expected to be widely deployed to gain the benefi ts of demand 
response and energy storage (possibly including electric vehicles in the 
future) in combination with distributed generation (NETL, 2008) (Section 
8.2.5). If properly managed, appliances could contribute to maintaining 
the supply/demand balance of the energy system especially at higher 
penetration levels of variable RE sources. For some cities and towns, this 
could also require adaptation of the local electricity (Section 8.2.1) and/
or heating/cooling distribution (Section 8.2.2) grids. 

Without regulatory policies, efforts to improve energy effi ciency and 
utilize RE sources are largely dependent on the motivation of build-
ing owners and occupiers. Institutional and fi nancial measures such as 
energy auditing, appliance labelling, grants, regulations, incentives and 
automatic billing systems can lead to increased deployment (Section 
11.5). Many buildings are leased to their occupiers, leading to the conun-
drum of owner/tenant benefi ts, also known as the ‘split-incentive’ (IEA, 
2007d). Investing in energy effi ciency or RE integration by the building 
owner usually benefi ts the tenants so that return on investment has to 
be recouped through higher rents. 

Options to facilitate RE integration
New buildings in both hot and cold regions have demonstrated that 
‘importing’ energy for heating or cooling can be minimized by innovative 
passive heating/cooling building designs, adequate insulation and ther-
mal sinks. Building codes are steadily being improved to encourage the 
uptake of such technologies, so that new, well-designed buildings in 
future will require little, if any, heating or cooling using imported energy 
(EC, 2010). Many new building designs already demonstrate these 
passive solar concepts, but they remain a minority due to slow stock 
turnover.

Due to long life spans and low turnover rates, existing buildings can 
be retrofi tted to signifi cantly reduce their heating and cooling demand 
using energy effi cient technologies such as triple glazing, cavity wall and 
ceiling insulation, shading and white painted roofs (Akbari et al., 2009; 
Oleson et al., 2010). The lower the energy consumption that the inhabit-
ants of a building require to meet comfort standards and other energy 
services, then the more likely that RE can be employed to fully meet 
those demands (IEA, 2009b). RE tends to have a low energy density and 
often high capital investment costs, so reducing the energy demand by 
effi ciency measures can help reduce the initial investment needed to 
meet the total energy demand of the building (Section 8.3.2.1).

Solar thermal and solar PV technologies can be integrated into build-
ing designs as components (such as roof tiles, wall facades, windows, 
balcony rails etc.). Innovative architects are beginning to incorporate 
such concepts into their designs. Integration of solar PV panels into 
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roofs, window overhangs, and walls during construction can replace the 
function of traditional building materials and possibly improve building 
aesthetics relative to non-building-integrated solutions. Losses occur-
ring during electricity distribution from centralized power stations can 
also be avoided.

In future, distributed energy systems could supply clusters of buildings 
on industrial estates or new residential developments using locally gen-
erated RE heat and power or RE-produced hydrogen for use in fuel cells 
at small to medium urban scales (Liu and Riffat, 2009). If suffi cient heat 
and power is produced to meet local demands, any excess electricity or 
heat can be ‘exported’ off-site to gain revenue (IEA, 2009b). Bioenergy 
CHP combustion linked with steam engines, gas turbines and other con-
version technologies is being undertaken at both medium (>50 MWe) 
and small (<5 kWe) scales, with ongoing research into fuel cells and 
other micro-CHP systems (Leilei et al., 2009). 

Case study: RE house in Bruxelles, Belgium. 
Among many buildings that have been retrofi tted to enable high RE pen-
etration levels for meeting their heating, cooling and electricity demands, 
the ‘Renewable Energy House’ in Bruxelles is a good example (EREC, 
2008). Opened in 2006, it now houses the headquarters of the European 

Renewable Energy Council and fi fteen RE industry associations. The aims 
of refurbishing the meeting facilities and offi ces of this historic, 120-year-
old, 2,800-m² building were to reduce the annual energy consumption 
for heating, ventilation and air conditioning by 50% compared to a simi-
lar size reference building, and to meet the remaining energy demand for 
heating and cooling using solely RE sources (Figure 8.19). Key elements 
of the heating system are two biomass wood pellet boilers of 85 kW and 
15 kW, 60 m² of solar thermal collectors (half being evacuated tubes and 
half fl at plates), and four 115 m deep geothermal borehole loops in the 
courtyard connected to a 24 kW ground source heat pump (GSHP) also 
used in summer for cooling. Most cooling, however, comes from a 35 
kW capacity (at 7 to 12°C) solar absorption cooler driven by relatively 
low-temperature solar heat (85°C) and a little electrical power for the 
controls and pumps. 

In winter, the heating system mainly relies on the GSHP and the pellet 
boilers since the solar contribution is low. However, when available, any 
solar heat reduces the pellet fuel consumption since both are used to 
heat the same water storage tank. The GSHP operates on a separate cir-
cuit with borehole loops that absorb any excess low-grade summer heat 
and thus serve as a seasonal heat storage system. In summer, since high 
solar radiation levels usually coincide with cooling demands, the solar 
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absorption cooler provides most of the cooling (backed up on cloudy days 
by heat from the biomass boiler). The thermally driven process of solar-
assisted cooling is complex, being based on a thermo-chemical sorption 
process or a thermally driven open cooling cycle (IEA, 2009b). The tech-
nologies have not been widely applied and need more RD&D investment 
to gain reliability and suffi cient cost reductions in order that they might 
compete with other cooling technologies such as heat pumps.

8.3.2.3 Renewable energy and urban settlements in
  developing countries

Urban energy consumption patterns of the more wealthy households 
in many developing countries resemble those of developed countries 
(Section 8.3.2.1). However, many poor urban households in low-income 
countries still rely mainly on collecting or purchasing traditional bio-
mass that for many will probably remain their common fuel source for 
many years. In sub-Saharan Africa and elsewhere, many urban areas are 
experiencing a transition from burning fuelwood on open fi res and small 
stoves to cleaner-burning charcoal for health reasons, though this trend 
can impact negatively on deforestation in the rural areas where char-
coal is produced, given the growing demand and the very low energy 
conversion effi ciency of traditional kilns used in the carbonization 
process (Section 2.3.2.2). Furthermore, the transport of charcoal from 
forest areas to urban demand centres often uses old and ineffi cient die-
sel trucks that contribute to GHG emissions. Modern RE technologies 
could provide an alternative option.

Challenges and options for RE integration
Biomass used by urban communities and households should be supplied 
from sustainably produced plantation forests. In a few places, commu-
nity plantations have been grown to provide local biomass resources. 
To ensure the sustainability of such resources, a holistic approach to 
policy development would be useful that encompasses plantation bio-
mass supplies, natural forest management as well as the demand side, 
such as fuel switching and the uptake of improved stoves and kilns 
(Figure 8.20). Such an approach may need fi scal policies (CILSS, 2008) in 
order to provide fi nancial incentives to ensure the biomass is supplied 
from sustainable sources or to encourage the deployment of other RE 
technologies in the building sector such as small biogas digesters. In 
Nepal, for example, more than 200,000 domestic biogas plants had been 
installed as of December 2009 and 17 biogas appliance manufacturing 
businesses established as a result of recent supporting policies (Bajgain 
and Shakya, 2005).

In the majority of urban areas, grid electricity is available, although in 
some regions it can be unreliable, relatively expensive, and therefore 
often limited to providing basic needs. Along with small gasoline- or 
diesel-fuelled generating sets and coupled with energy storage, there is 
scope for increased penetration of independent, small-scale RE systems 
as backup support for when outages of the main grid electricity supply 
occur, but at additional costs.

Solar water heating (SWH) is considered to be a good RE option in grid-
connected urban areas of many countries (as well as in off-grid rural 
areas without modern water heating services such as in China where 
over half the global SWH installations exist). Large-scale implementation 
can benefi t both the customer and the utility. Where centralized switch-
ing (such as using ripple control communication over the power line) is 
used to manage electric water heater loads, the impact of solar water 
heaters is limited to energy savings. For utilities without this facility, 
the installation of a large number of solar water heaters may have the 
additional benefi t of reducing peak electricity demand loads on the grid, 
especially in high sunshine regions where demand savings from using 
solar water heaters can correspond with high summer electrical demand 
for cooling. Hence there is a capacity benefi t from load displacement of 
electric water heaters, particularly when used as a hybrid technology 
integrated with PV modules (Dubey and Tiwari, 2010). Markets for SWHs 
are apparent in the service sector such as hotels and lodges, in middle 
and high income households and for buildings not connected to the 
grid. Regulations and incentives could be necessary to reach a critical 
mass of installations in many urban areas (IEA, 2009b) and hence gain 
economies from greater dissemination.

Cooling demand in warmer climates has tended to rise where an 
increase in affl uence occurs. Heat pump penetration rates in most 
developing countries are still low, but where coupled with high annual 
cooling degree days, could result in a future rapidly growing cooling 
demand as economies expand. This could cause peak power demand 
during periods of hot weather that, if exceeding the available supply 
capacity, could result in power outages. Offsetting cooling demand can 
be achieved by energy effi ciency options such as reducing surface to 
volume ratios of new building designs, passive solar building designs 
and cooling towers (Chan et al., 2010). Active RE technologies for cool-
ing include ground source heat pumps, district cooling using cold water 
sources (Section 8.2.3) and solar-assisted coolers (R. Wang et al., 2009). 
The latter technology offers the matching of peak cooling demand with 
peak solar radiation and hence with peak electricity demand for conven-
tional air conditioners (air-to-air heat pumps). Another option is to use 
RE electricity to power conventional refrigeration appliances or air-to-
air heat pumps (also known as ‘air conditioners’).

Case Study: Urban settlements in Brazil. 
The rapid urbanization process in many developing countries has cre-
ated peri-urban settlements near to central metropolitan areas. In 
Brazil, all major cities and a third of municipalities have a signifi cant 
fraction of their population living in ‘favelas’. Dwellings are usually 
precarious, fragile and temporary and frequently lack basic water, 
sanitation, gas and electricity distribution infrastructures (IBGE, 2008). 
Access to modern energy services is a challenge for many local govern-
ments and utilities. Energy planning is complex. Where an electricity 
distribution grid is available, it often does not comply with safety and 
regulatory standards of the utility. Furthermore, illegal connections 
with no meters are common practice. New integration of RE technolo-
gies could provide opportunities for improvements. 
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Under current regulations, Brazil’s electricity utilities invest annu-
ally about USD2005 80M (half of their compulsory social investment) 
in energy effi ciency programmes for low-income end users living in 
favelas. Complex issues still needing to be tackled include enforcing 
legal regulations, developing more creative and technical solutions 
to reduce theft of electricity and fraud, and improving the economic 
situation of the poor inhabitants. A pilot case study in one favela in 
São Paulo indicated that, as a result of promoting energy effi ciency 
and solar water heating programmes, average household electricity 
consumption was reduced from 250 kWh/month to 151 kWh/month 
(~900 to 540 MJ/month) with a payback period of only 1.36 years 
(ICA, 2009). In addition there was opportunity for the uptake of state-
of-the-art technologies including remote metering, real-time demand 
monitoring, more effi cient transformers, new cabling systems and 

improved materials. The fi nancial analysis identifi ed a reduction in 
commercial and technical losses. Increased revenue resulted for the 
utility from a reduction in arrears and non-payments. 

8.3.2.4 Renewable energy and rural settlements in 
 developing countries

Rural households in developing countries relying on fuelwood, non-
commercial crop residues and animal dung for their basic energy 
needs, and with zero or only limited access to modern energy ser-
vices, are a constraint to eradicating poverty and improving health, 
education and social and economic development (Section 9.3.1). In 
several sub-Saharan Africa and other developing countries, traditional 
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biomass accounts for more than 75% of total primary energy. The 
ineffi ciency of the whole supply chain, together with indoor air pollu-
tion problems, affect a large proportion of the population, particularly 
the many women who still rely on gathering fuelwood for their basic 
cooking and heating needs. Solutions to fuelwood scavenging include 
developing local forest plantations to be harvested sustainably, and 
improved natural forest management, though these are not always 
easy to accomplish due to land ownership, cost and social issues (CILSS, 
2004). 

Around one-quarter of the 2.7 billion people who rely on biomass (and 
another 0.3 billion on coal) now use improved cook stoves (UNDP and 
WHO, 2009). This amounts to 166 million households, around 70% 
being in China. Lighting demands met by relatively costly kerosene 
lamps, torches and candles, are being slowly replaced by RE electric-
ity technologies that can deliver cost-effective high-quality lighting. 
For example, around 1 million solar lanterns (REN21, 2010) have been 
installed worldwide along with over 1.5 million solar PV home sys-
tems (also used for radio, television, refrigeration, communications and 
mobile phone charging). Solar PV-powered water pumps, micro-hydro 
schemes and mini-grids, small bioenergy gasifi ers and biogas plants are 
all being widely deployed, but reliable statistics are not available to indi-
cate rates of deployment with any accuracy (REN21, 2010). 

Challenges and opportunities for RE integration 
Although a variety of fi nancial, regulatory and infrastructure barriers 
pose real challenges, they do not preclude RE having useful applica-
tions for reducing energy poverty in off-grid rural areas. RE applications, 
such as from solar PV systems, can provide income-generating activities 
to stimulate development of small and medium enterprises. To increase 
energy access as well as grid expansion, innovative and affordable 

delivery mechanisms could be developed, such as concessions coupled 
with subsidies and public/private partnerships (Section 11.5.6). 

Some of the energy-poor may receive grid electricity during the next few 
decades as extension of the distribution network reaches more rural and 
peri-urban people (Section 9.4.2). Others in rural areas may benefi t from 
local distributed energy supplies and mini-grids. Distributed energy sup-
ply technologies for buildings are under development (Section 8.2.5). 
The term ‘digital energy’ has been used to describe incorporation of 
the latest information technologies to effectively control domestic peak 
demand, energy storage equipment and RE generation systems in or 
around buildings (Cheung and Wilshire, 2010). Buildings that have been 
passive energy consumers could become energy producers and building 
managers could become operators of an energy network in collabora-
tion with the local utilities (USDOE, 2008b). Whether such technologies 
are appropriate for use in rural areas in less developed countries has not 
yet been determined.

A combination of RE technologies suitable for rural communities or 
urban dwellings could be employed where suitable fi nance is available 
(Figure 8.21). Obtaining suffi cient funding to purchase the electricity 
regardless of source could be challenging for new consumers, even for 
small amounts just to meet their basic needs. Innovative fi nance mecha-
nisms (UNDP, 2009) can help ensure that the energy-poor better utilize 
local RE technologies as the least cost option. 

Case Study: RE in the Democratic Republic of Congo (DR Congo). 
A signifi cant proportion of the rural population in the DR Congo, the 
largest and most populated country of the Congo Basin, has very limited 
access to modern energy services. Of its 70 million people, only around 
5% have access to electricity compared with 12% in Angola, 18% in 

Figure 8.21 | Financing options to provide energy services for the poor, based on experiences in Burkina Faso, Kenya, Nepal and Tanzania (UNDP, 2009).

Commercial Banks/Postal Banks

Foreign Exchange/Remittances

Microfinance Institutions

Savings & Credit Cooperatives

Community-Based Organizations

Rotating Savings & Credit Associations

Very Poor

Le
ss

 F
or

m
al

M
or

e 
Fo

rm
al

Poor Less Poor

Insurance Companies



680

Integration of Renewable Energy into Present and Future Energy Systems Chapter 8

Congo, 46% in Cameroon and 47% in Gabon (IEA, 2006). Despite the 
high hydro potential in the region, the rural electrifi cation growth rate 
is comparatively low at less than 1% of population per year. In addi-
tion to a good solar resource, some 325 potential hydro schemes have 
been identifi ed and preliminary data gathered (Khennas et al., 2009). 
Developing this mini- and micro-hydro potential could dramatically 
increase the rural electrifi cation rate and ultimately improve the live-
lihood of many poor rural households. The implementation of such a 
programme would dramatically increase the supply of RE for rural peo-
ple to meet their needs for basic energy services. The Congo Basin, with 
the second largest tropical rainforest area in the world, is experienc-
ing some deforestation (de Wasseige et al., 2009). Developing local RE 
resources could contribute to limiting deforestation around the villages 
by reducing the demand for traditional biomass.

8.3.2.5 Future trends for renewable energy in buildings

In many developed countries, heating and cooling and to a lesser extent 
lighting, have the highest potential to reduce energy demand in build-
ings and thereby offer increased opportunities for the cost-effective 
integration of RE by having to meet a lower demand (Section 8.3.2.1). A 
study, Energy Effi ciency in Buildings – Transforming the Market (WBCSD, 
2009), included several case studies:

• For offi ce buildings in Japan, in parallel with energy effi ciency ini-
tiatives for heating and cooling equipment and lighting, solar PV 
was the major RE source projected to be used onsite in 2050, but 
to a limited degree especially in high-rise building designs. 

• Energy consumption of single-family houses in France is domi-
nated by space heating (~60% of the total). Solar PV, along with 
solar water heaters, were projected to be integrated into improved 
energy effi cient building designs by 2050 to meet a signifi cant 
share of electricity demand. 

Multi-family apartment blocks in China also have potential for numerous 
future energy effi ciency improvements, especially for heating, ventila-
tion and cooling. Only solar water heaters were projected to account for 
onsite RE potential in 2050. IEA scenario analysis (IEA, 2010c) forecast 
that there is potential for around 6 Gt CO2 emission reductions below 
the baseline scenario coming from the building sector by 2050, with 10 
to 25% of the total (depending on assumptions about rates of tech-
nological improvements and cost reductions) coming from RE and the 
remainder from energy effi ciency measures including heat pumps, build-
ing design, lighting and appliances. 

In developed countries, the trend is for new building developments, 
as well as building refurbishments, to continue towards achieving 
zero-energy buildings or even ‘energy-positive’ buildings where RE tech-
nologies will meet the energy demand of the inhabitants and generate 
more energy than the building consumes (Figure 8.22). Investment in 

both RE and energy effi ciency in buildings can produce costs and CO2 
emissions reductions, but the comparative savings per unit of investment 
for either option will vary with the building type and location. In high-
density urban areas, the energy demand per hectare of built land area 
usually greatly exceeds the local fl ows of RE, which are typically below 
a 10 kW/ha annual average. Therefore, RE integration to provide a high 
share of a building’s total energy demand directly is more feasible in 
buildings located in rural and low-density urban areas. Therefore, com-
pared with high-rise buildings, single-family homes could more easily 
become autonomous for their net energy needs (excluding transport) 
(Section 8.3.5). However, any savings in imported energy for such build-
ings located in rural or low-density urban areas could be partly offset by 
increased transport energy demands.

The market situation for RE integration during retrofi tting of existing 
buildings is in the early development phase, as compared to integration 
into new buildings, but could strengthen in the near future as a result of 
policy attention shifting towards the existing building stock because of 
slow building stock turn-over. 

In commercial buildings and urban and rural households in developing 
countries, the opportunities for integrating RE systems are consider-
able. To meet the future needs of the millions of people who currently 
rely on the ineffi cient combustion of traditional biomass (UN Energy, 
2007), sustainable modern bioenergy systems, including small gasifi ers, 
biogas engines, ethanol gels, pellet burners etc., coupled with effi cient, 
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affordable, well-designed and socially accepted appliances, particularly 
cooking stoves, could contribute signifi cantly. The familiarity with the 
biomass resource could facilitate the transition. Poor access to modern 
energy services and the characteristics of energy demand in both urban 
and rural areas gives a comparative advantage to the integration of all 
forms of RE, which in the future could possibly be through decentralized 
RE supply options.

8.3.3 Industry

8.3.3.1 Sector status

Energy demand by manufacturing industries in 2008 was around 98 
EJ of fi nal energy (Figure 8.2), accounting for about one-third of total 
global consumer energy (IEA, 2010b), although the share differs mark-
edly between countries. The industrial sector is highly diverse, ranging 
from ‘heavy’, very large, energy-intensive basic material manufacturers 
to small and medium sized enterprises (SMEs) with ‘light’ manufactur-
ing. Energy-intensive iron and steel, non-ferrous metals, chemicals and 
fertilizers, petroleum refi ning, minerals, and pulp and paper industries 
account for approximately 85% of the sector’s energy use (Bernstein et 
al., 2007). The production of these goods has grown strongly in the past 
30 to 40 years and growth is projected to continue. 

The sources of industrial CO2 emissions are from use of fossil fuels in 
energy carriers (such as grid electricity) or used directly on site (such 
as coal for process heat) as well as from non-energy uses of fossil fuels 
in chemicals processing, and from non-fossil fuel sources arising from 
the process, mainly through the decarbonation of calcium carbonate 
(CaCO3) in cement manufacturing. In most countries, CO2 accounts 
for more than 90% of total industrial GHG emissions with the remain-
der coming from a range of gases including CFCs (IPCC, 2007). Direct 
and indirect CO2 emissions from industry in 2006 were 7.2 and 3.4 Gt 
respectively, together equivalent to almost 40% of world energy and 
process CO2 emissions (IEA, 2009d).

Carbon dioxide emissions from industry can be reduced by: 

• Energy effi ciency measures that reduce specifi c energy use, which 
therefore, for some bio-based industries, can make any excess RE 
heat, electricity and biogas available for sale off-site; 

• Materials recovery and recycling that eliminate the energy-
intensive primary extraction and conversion steps for many basic 
materials such as metals and paper pulp; 

• RE integration and feedstock substitution to reduce the use of fos-
sil fuels; and

• Carbon dioxide capture and storage (CCS) of emissions from both 
fossil and biomass fuels. Assuming that CCS becomes viable as a 

GHG mitigation element in future energy systems, this could also 
be an option for CO2-producing industries and energy-intensive 
industries that consume biomass or fossil fuels for heating directly 
on-site.

Most of these measures are relevant also for integrating RE into present 
and future energy systems. The main opportunities for RE integration in 
industry, in no particular order, include: 

• Direct use of process residues and biomass-derived fuels for on-site 
heat and CHP production and use as well as biogas and other bio-
fuels, also used for transport applications (Sections 8.2.3, 8.3.1, and 
2.3.3);

• Indirect use of RE through increased RE-based electricity demand, 
including for electro-thermal processes; 

• Indirect use of RE through other purchased RE-based energy car-
riers including liquid fuels, biogas, heat and hydrogen (Section 
8.2.3); 

• Direct use of solar thermal energy for process heat and steam 
demands (Section 3.5.3); and

• Direct use of geothermal energy for process heat and steam 
demands (Section 4.3.5). 

Other RE sources may also fi nd industrial niche applications such as 
ocean energy for desalination (Section 6.3). There are no severe technical 
limits to increasing the direct and indirect use of RE in industry in the 
future. However, in the short term, integration may be limited by factors 
such as RE technology costs, capital turnover rates, space constraints or 
demands for high reliability and continuous operations.

The current direct use of RE by industry is dominated by biomass in the 
pulp and paper, sugar and ethanol industries where process by-products 
are important sources of cogenerated heat and electricity used mainly for 
the process but with potential to export off-site (Section 2.1). Thus, indus-
try is not only a potential user of RE but also a potential supplier of RE 
as a co-product. Biomass is also an important fuel for many SMEs, such 
as the use of charcoal for brick making, notably in developing countries 
(Section 2.3.2). There is a growing interest in utilizing organic wastes 
and by-products for energy in, for example, the food industry through 
anaerobic digestion. Biogas production often replaces other forms of 
organic waste treatment due to waste and wastewater policies (Lantz et 
al., 2007). With the exception of biomass-based industries, the literature 
on RE in industry is relatively limited compared to other sectors.

Providing demand response services to enable electrical peak-load shift-
ing as a form of load management is an important measure for industry. 
It is likely to achieve greater prominence in future electricity systems 
with increasing shares of variable RE generation (Section 8.2.1). It can 
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also reduce the need for high marginal cost generation, offer low-cost 
system balancing and decrease grid reinforcement investment. The 
concept is already widely used to secure enough reserve- and peaking-
capacity in many countries and is expected to become more important 
in the future. Existing programmes have mainly focused on industrial 
users that can shed relatively large loads through rescheduling, machin-
ery interruption, and interruptible thermal energy storage, cool stores, 
electric boilers etc. Typically, industries are contracted to reduce or shut 
down load, sometimes remotely by the transmission system operator, 
according to pre-defi ned rules and with various means of fi nancial 
compensation (Section 8.2.1.3). For industry, reduced production and 
risks of process equipment failure associated with demand response are 
important considerations. There are few published studies of the poten-
tial for demand response through industrial manageable power demand. 
In one example from Finland, the potential for demand response in the 
energy-intensive industries was estimated at 1,280 MW, equivalent to 
9% of total system peak demand (Torriti et al., 2010). 

8.3.3.2 Energy-intensive industries

The largest contributions of industry sector CO2 emissions in 2006 came 
from iron and steel (29%), cement (25%) and chemicals and petro-
chemicals (17%) (IEA, 2009d). The pulp and paper industry accounted 
for only about 2% of industrial fossil fuel CO2 emissions since it uses 
large amounts of biomass for process energy (bioenergy systems gener-
ally being low carbon emitting). 

Overall, possible pathways for increased direct integration of RE vary 
between different industrial sub-sectors. The main options are to replace 
fossil fuels in boilers, produce biogas from wastewater with high organic 
content and switch from oil and gas to biomass for industrial processes, 
for example by using bark powder in lime kilns that produce calcium 
oxide for the preparation of pulping liquor. Biomass can be co-fi red with, 
or completely replace, fossil fuels in boilers, kilns and furnaces and there 
are alternatives for replacing petrochemicals through switching to bio-
based chemicals and materials. 

Due to the scale of operations, access to suffi cient volumes of biomass 
may be a constraint. Direct use of solar technologies can also be con-
strained by high energy demand and by the variability of the resource. 
Geothermal energy heat is suitable for use in industry due to its high 
capacity factors and energy densities but so far there are few appli-
cations in energy-intensive industries (Lund et al., 2010). Only around 
500 MW of geothermal capacity, corresponding to 2.7% of worldwide 
direct applications of geothermal energy, is currently used for indus-
trial process heat. Current utilization is about 12 PJ/yr with applications 
in dairies, laundries, leather tanning, beverages and pulp mills. The 
Kawerau, New Zealand geothermal plant provides steam to the Norske 
Skog Tasman pulp mill that accounts for around half the present global 
geothermal industrial heat use (White, 2009). Geothermal energy could 
meet more industrial process heat demands if heat pumps are used 

to elevate temperatures. The potential is large (Section 4.2) and high 
capacity factors relative to solar thermal energy make it an attractive 
alternative for industry. However cost and constrained resource loca-
tions have been barriers to date.

For many energy-intensive processes, an important future option is 
indirect RE integration through switching to electricity and hydrogen. 
Electricity is already the main energy input for producing aluminium 
using the electro-chemical Hall-Héroult process. The broad range of 
options for producing carbon-neutral electricity, and its versatility of use, 
implies that electro-thermal processes could become more important 
in the future for replacing fuels in drying, heating, curing and melting 
operations. Plasma technologies can deliver heat at several thousand 
degrees Celsius and replace fossil fuel combustion for high-temperature 
applications. Electro-thermal processes include heat pumps, electric 
boilers, electric ovens, resistive heating, electric arcs, plasma induction, 
radio frequency and microwaves, infrared and ultraviolet radiation, laser 
and electron beams (EPRI, 2009). These technologies are presently used 
where they offer distinct advantages (such as energy savings, higher 
productivity or product quality), or where there are no viable alterna-
tives (such as for electric-arc furnaces). Deployment has been limited 
since direct combustion of fossil fuels is generally less expensive than 
electricity. However, relative prices may change considerably if climate 
policies place a value on carbon emissions. Electro-thermal processes 
must compete against a portfolio of other low-carbon process options 
even if electricity supply is RE-based or otherwise decarbonized.

Energy-intensive industries are generally capital intensive and the 
resulting long capital asset cycles constitute one of the main barriers to 
energy transition in this sector. Cyclical markets and periods of low profi t 
margins are common where management focus is usually on cutting 
costs and extending asset life rather than on making investments and 
taking risks with new technologies. In existing plants, retrofi t options 
may be constrained by space limitations, risk aversion and reliability 
requirements. Green-fi eld investments are mainly taking place in 
developing countries, although enabling energy and climate policies 
are less common than in developed countries. 

Energy-intensive industries are often given favourable treatment in 
developed countries that have ambitious climate policies since they 
are subject to international competition and hence carry risks of 
carbon leakage. Exemptions from energy and carbon taxes, or free 
allocation of emission permits in trading schemes, are prevalent. 
Bio-based industries, such as the pulp and paper industry, can ben-
efi t from, and respond to, RE policy (Ericsson et al., 2010). Sectoral 
approaches are considered in international climate policy in order to 
reduce carbon leakage risks and facilitate technology transfer and the 
fi nancing of mitigation measures (Schmidt et al., 2008).

Iron and steel. Production of iron and steel involves ore preparation, 
coke making, and iron making in blast furnaces and basic oxygen fur-
naces by reducing the iron ore. Primary energy inputs are 13 to 14 GJ/t 



683

Chapter 8 Integration of Renewable Energy into Present and Future Energy Systems

of iron, usually from coal. Natural gas for direct reduction of iron ore is 
also an established technology. Using electric-arc furnaces to recycle 
scrap steel, these energy-intensive steps can be bypassed and primary 
energy use reduced to around 4 to 6 GJ/t. However, the amount of 
scrap steel is limited and the increasing demand for primary steel is 
mainly met from iron ore. Various R&D efforts, some of which involve 
RE uptake, focus on reducing CO2 emissions (Croezen and Korteland, 
2010; Miwa and Okuda, 2010).

Charcoal was for a long time the main energy source for the iron 
and steel industry until coal and coke took over in the 1800s. During 
its traditional production, roughly only one-third of the total wood 
energy content is converted to charcoal, the rest being released as 
gases (Section 2.3.2). Higher effi ciencies are attainable (Rossilo-Calle 
et al., 2000). Charcoal can provide the reducing agent in the produc-
tion of iron in blast furnaces but coke has the advantage of higher 
heating value, purity and mechanical strength. 

Present day steel mills mostly rely entirely on fossil fuels and electric-
ity. Charcoal has not been able to compete, with the exception of 
use in a few blast furnaces in Brazil. Options for increasing the use 
of RE in the iron and steel industry in the near term include switch-
ing to RE electricity in electric-arc furnaces and substituting coal and 
coke with charcoal, subject to resource and sustainability constraints. 
Switching to biomethane is also an option. Research on electricity 
and hydrogen-based processes for reducing iron shows potential in 
the long term but CCS linked with coke combustion may be a less 
expensive option.

Cement. Production of cement involves extraction and grind-
ing of limestone and heating to temperatures well above 950°C. 
Decomposition of calcium carbonate into calcium oxide takes place in 
a rotary kiln, driving off CO2 in the process of producing the cement 
clinker. CO2 emissions from this reaction account for slightly more 
than half of the total emissions with the remainder coming from the 
combustion of fossil fuels. Hence, even a complete switch to RE fuels 
would reduce emissions by less than half. 

The cement process is not particularly sensitive to the type of fuel but 
suffi ciently high fl ame temperatures are needed to heat the materi-
als. Different types of waste, including used tyres, wood and plastics 
are already co-combusted in some cement kilns. A variety of biomass-
derived fuels can be used to displace fossil fuels. Large reductions of 
CO2 emissions from carbonate-based feedstock are not possible without 
CCS, but emissions could also be reduced by using non-carbonate-based 
feedstock (Phair, 2006).

Chemicals and petrochemicals. This sector is large and highly 
diverse. High-volume chemical manufacture of olefi ns and aromatics, 
methanol and ammonia account for more than 70% of total sector 
energy use (IEA, 2008c). The main feedstocks for providing the build-
ing blocks of chemical products are oil, natural gas and coal which are 
also consumed for energy (Ren and Patel, 2009). Chemicals such as 

ethanol and methanol may be considered both as fuels and as plat-
form chemicals for a range of products.

Steam-cracking is a key process step in the production of olefi ns and 
aromatics. Combustion of various biomass fuels and wastes could be 
used for steam production. Methanol production is mostly based on 
natural gas but it can also be produced from biomass or by reacting CO2 
with hydrogen, possibly of renewable origin.

The potential for shifting to RE feedstocks in the chemicals sector is 
large (Hatti-Kaul et al., 2007). Many of the fi rst man-made chemicals 
were derived from biomass through, for example, using ethanol as 
a platform chemical, before the shift was made to petroleum-based 
feedstocks. A shift back to bio-based chemicals would involve four 
principle approaches: 
 
• Feedstocks converted using industrial biotechnology processes such 

as fermentation or enzymatic conversions (Section 2.3.3.3);
• Thermo-chemical conversion of biomass for the production of a 

range of chemicals, including methanol (Section 2.3.3.1);
• Naturally occurring polymers and other compounds extracted by 

various means; and
• Green biotechnology and plant breeding used to modify crops for 

non-food production.

In the fertilizer industry, ammonia production is an energy-intensive 
process that involves reacting hydrogen and nitrogen at high pressure. 
The energy embedded in fertilizer consumption by agriculture (Section 
8.3.4) represents about 1% of global primary energy demand (Ramirez 
and Worrell, 2006). The nitrogen is obtained from the air and the source 
of hydrogen is typically natural gas, but also coal gasifi cation, refi nery 
gases and heavy oil products. Ammonia production gives a CO2-rich 
stream and lends itself to CCS. Hydrogen from RE sources could also be 
used for the reaction and other nitrogen fi xation processes are possible, 
including biological nitrogen fi xation (Ahlgren et al., 2008).

Forest products. Forest harvesting operations and the transport of logs 
to saw mills, pulp and paper mills and wood processing industries involve 
handling large volumes of woody biomass. Residues and by-products all 
along the value chain can be used to provide energy for internal use as 
well as for export. For example, the bark component stripped from the 
logs can be combusted in separate boilers. Enough high-pressure steam 
can often be produced for CHP generation onsite to meet all the steam 
and electricity needs of a modern pulp mill. The onsite use of biomass 
as a by-product for heat and power generation means that the GHG 
intensity of the forest industry can be relatively low.
 
There are many different pulping processes but the two main routes 
are mechanical and chemical. For electricity-intensive mechanical 
pulping, after debarking and chipping, the wood chips are processed 
in large grinders and nearly all the fi bre ends up in the pulp, which is 
used for producing paper such as newsprint. Heat is recovered from 
the mechanical pulping process and the steam produced is used for 
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drying the paper and other processes. Chemical pulping is used to pro-
duce stronger high-quality fi bres and involves dissolving the lignin in a 
chemical cooking process. About half of the wood, mainly lignin, ends 
up in the spent pulping liquor that is concentrated in evaporators. This 
‘black liquor’ can be combusted in chemical recovery boilers. Changing 
from the traditional recovery boiler to black liquor gasifi cation in 
chemical pulping would increase the effi ciency of energy recovery and 
facilitate higher electricity-to-heat ratios in the CHP system with the 
syngas used for fuel production (see case study below).

Continuous incremental improvements in energy end-use effi ciency, 
higher steam pressure in boilers and use of condensing steam turbines 
are reducing the need for importing purchased energy in the pulp and 
paper industry and can also free up a portion of the heat and electricity 
generated to be sold as co-products (Axegård et al., 2002). 

Case study: Black liquor gasifi cation for bio-DME production.
As an alternative to producing heat from black liquor in chemical 
recovery boilers, gasifi cation is a technology that has been subject to 
R&D for more than 20 years and demonstrated in several pilot-scale 
plants (Kåberger and Kusar, 2008). The syngas produced (mainly CO 
and H2) can be used with high effi ciency in combined cycle CHP plants 
or for the production of biofuels via, for example, the Fischer-Tropsch 
process (Section 8.2.4). The fi rst pilot plant demonstrating pressurized 
gasifi cation for producing DME (dimethyl ether) was inaugurated in 
Piteå, Sweden, in September 2010 with a rated capacity of about 4t/
day. Partner companies are Chemrec, Haldor Topsoe, Volvo, Preem, Total, 
Delphi and ETC with fi nancial support from the Swedish Government 
and the European Commission. Compared to gasifi cation of solid bio-
mass, one advantage of black liquor is that it is easier to feed into a 
pressurized gasifi er. Depending on the overall plant energy balance and 
layout there are often process integration advantages and potential 
for signifi cant increases in energy effi ciency. Energy that is tapped off 
for liquid or gaseous biofuel production (including DME) can be com-
pensated for by using lower quality biomass to meet pulp and paper 
process energy demands. In addition to DME production, the project 
also involves four fi lling stations and 14 HDV trucks using DME for fuel 
to assess the viability of bio-DME.

8.3.3.3 Less energy-intensive industries and enterprises

Non-energy-intensive industries, although numerous, account for a 
smaller share of total energy use than energy-intensive industries but 
are more fl exible and offer greater opportunities for the integration of 
RE. They include food processing, textiles, light manufacturing of appli-
ances and electronics, automotive assembly plants, wood processing 
etc. Much of the energy demand in these ‘light’ industries is similar 
to energy use in commercial buildings such as lighting, space heating, 
cooling, ventilation and offi ce equipment. Most industrial heating and 
cooling demands are for moderate temperature ranges that facilitate 
the application of solar thermal energy, geothermal energy and solar-
powered cooling systems with absorption chillers (IEA, 2007c; Schnitzer 

et al., 2007). Almost 150 GW of solar thermal collector capacity was in 
operation worldwide in 2007 but less than 1% was used for industrial 
applications (IEA-SHC, 2010). Other than cost, part of the reason could 
be the variable nature of the solar resource providing insuffi cient reli-
ability for an industrial process, although thermal storage, including for 
concentrating solar thermal systems (Section 3.2), could overcome the 
problem in some situations.

Typical process energy use is for low and medium temperature heating, 
cooking, cooling, washing, pumping and air-handling, coating, drying and 
dehydration, curing, grinding, preheating, product concentration, pas-
teurization and sterilization, and some chemical reactions. In addition, a 
range of mechanical operations use electric motors and compressed air 
to power tools and other equipment. Plants range in size from very small 
enterprises to larger-scale assembly plants and processing mills.

Many companies use hot water and steam for processes at tempera-
tures between 50 and 120°C (Figure 8.23). When fossil fuels are used, 
installations that provide the heat are mostly run at temperatures 
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Figure 8.23 | Industrial heat demands by temperature quality and by manufacturing 
sector for 32 European countries (Werner, 2006b).

Note: Data created from German industry experiences and applied to the IEA energy 
database for the target region.
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between 120 and 180°C since these higher process heat tempera-
tures enable smaller areas of heat exchangers and heating networks 
to be utilized. Solar energy opportunities focus more on engineering 
designs for operating at lower temperatures in order to optimize the 
whole system. For temperatures <80°C, solar thermal collectors are 
on the market, but there is limited experience for applications that 
require temperatures up to 250°C (Schnitzer et al., 2007). Such higher 
temperatures are possible using heat pumps or, in appropriate areas, 
concentrating solar thermal systems.

Industrial electro-technologies can save primary heat energy from coal 
and gas by using electricity. Industrial CO2 emissions can be reduced 
even if there are no primary energy savings, assuming electricity from 
RE resources replaces or saves fossil fuel-based thermal generation. 
Examples include freeze concentration instead of the thermal process of 
evaporation; dielectric heating (radio frequency and microwave heating) 
for drying; polymerization; and powder coatings using infra-red ovens for 
curing instead of solvent-based coatings and conventional convection 
ovens (Eurelectric, 2004). Other advantages include quick process start-
up, improved process control and higher productivity (EPRI, 2009). The 
conventional wisdom that high quality (high exergy) electricity should not 
be used to provide low quality (low exergy) thermal applications may be 
challenged in the future once electricity systems become decarbonized.

Many SMEs in developing countries use substantial amounts of crop 
residues in the form of husks, straw and shells from nuts, coffee, coco-
nuts, rice etc. for heat and power generation. These residues are low 
cost and often used, together with fuelwood and charcoal, as fuels to 
supply heat for other local industries. In some food- and fi bre-processing 
industries, wastewater with high organic content can also be used for 
biogas production but the resource currently tends to be poorly utilized.

In developed countries, waste policies are an important factor driving 
the increased utilization of biomass residues for energy. Bioenergy is 
most common in the food- and fi bre-processing industries where, as for 
forest products (Section 8.3.3.4), on-site biomass residues are widely 
used to meet internal energy needs or the energy is exported off-site 
for use elsewhere, which therefore avoids waste disposal problems. For 
example, sugar and ethanol plants in Brazil use the bagasse by-product 
to produce heat and power and sell any surplus to the grid (see case 
study below). Any waste heat can be used by other industries and in 
district heating systems (Section 8.2.2). Heated greenhouses and fi sh 
farming are potential users of low-grade heat.

Industrial ecology and symbiosis are relatively new concepts used to 
denote inter-fi rm exchanges of energy, water, by-products etc., although 
these are not new phenomena. An inventory of the Swedish forest 
industry found several examples of such inter-fi rm exchanges, but typi-
cally between different entities within the same company group (Wolf 
and Petersson, 2007). The potential for increasing the indirect use of RE 
in such innovative ways is diffi cult to estimate.

Dehydration of agricultural and other products is an important appli-
cation of solar energy. In many developing countries, the traditional 
method of dehydration in open air can result in food contamination, 
nutritional deterioration and large product losses. Solar dryer technolo-
gies that improve product quality and reduce drying times have been 
demonstrated. Examples include a solar tunnel dryer for hot chilli pep-
pers (Hossain and Bala, 2007) and a solar dryer with thermal storage and 
biomass backup heater for pineapple (Madhlopa and Ngwalo, 2007).

The potential for increasing the direct use of RE in both heavy and 
light industries in general is poorly understood due to the complexity 
and diversity of the sector, and the varying geographical and climatic 
conditions of various locations. Aggregate mitigation and typical RE 
integration cost estimates cannot be made for similar reasons. 

Direct use of RE in industry has diffi culty competing at present due to 
the relatively low fossil fuel prices and low- or zero-energy and car-
bon taxes for industry. Improved utilization of processing residues in 
biomass-based industries to substitute for fossil fuels offers near-term 
opportunities, particularly where biomass residue disposal costs can be 
avoided. Solar thermal technologies are promising but further devel-
opment of collectors, thermal storage, balancing systems and process 
adaptation and integration is needed. Direct use of geothermal heat 
is already used where industrial heat demands are nearby. Increased 
use of energy carriers such as electricity and natural gas that are clean 
and convenient at the point of end use is a general trend in industry. 
Indirect RE integration using electricity generated from RE sources, and 
facilitated through electro-technologies, may therefore have a large 
impact in the near and long term. RE support policies in different coun-
tries tend to focus more on the energy, transport and building sectors 
than on industry. Consequently the RE potential for the industry sector 
is relatively uncharted.

Case studies 
Sugar industry and CHP. Limited grid access and low prices offered 
by monopoly buyers of electricity and independent power producers 
have provided disincentives for industries to increase overall energy 
effi ciency and electricity-to-heat ratios in CHP production. Process elec-
tricity consumption in sugar and sugar/ethanol mills, for example, is 
typically in the range of 20 to 30 kWh (72 to 108 MJ) per tonne of 
fresh cane. Most sugar mills have been designed to be self-suffi cient 
in heat and electricity using mainly bagasse as a fuel in ineffi cient, low 
pressure boilers. With higher rates of residue recovery and the introduc-
tion of high pressure boilers and condensing extraction steam turbines, 
more than 100 kWh/t (360 MJ/t) can be produced for export. In Brazil, 
electricity generation is expected to increase from an average of about 
9 kWh/t (32 MJ/t) of sugarcane in 2005 to 135 kWh/t (486 MJ/t) in 2020 
(Macedo et al., 2008). However, sugar/ethanol mills provide opportunity 
for integrating a much higher level of biomass for energy in industry. 
The sugarcane tops and leaves are normally burned before harvest or 
left in the fi eld after harvest. These could also be collected and brought 
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to the mill to increase the potential export of electricity to more than 
150 kWh/t (540 MJ/t). This could be further increased to more than 
300 kWh/t (1,080 MJ/t) using gasifi cation technology and combined-
cycle power plants, or supercritical steam cycles (Larson et al., 2001). 
Integrating the utilization of biomass residues with feedstock logistics 
in sugar/ethanol mills offers cost and other advantages over separate 
handling and conversion of the residues.

Solar industrial process heat for industry. Solar thermal energy is well 
suited to many industrial processes. In 2003, the net industrial heat 
demand in Europe was estimated to be 8.7 EJ and the electricity demand 
was 4.4 EJ (Werner, 2006b). Heat demands were estimated in 2003 at 
low, medium and high temperature levels for several industries in the 
EU 25 countries, four accession countries and three European Free Trade 
Association countries (Figure 8.23). Industrial process heat accounted for 
around 28% of total primary energy consumption by the sector with more 
than half of this demand for temperatures below 400°C, which could be a 
suitable application for solar thermal energy (Vannoni et al., 2008).

Solar thermal energy technologies can be used to supply industrial heat, 
including concentrating solar thermal systems that can produce process 
steam directly in the collector. A pilot plant was inaugurated in 2010 
in Ennepetal, Germany. This ‘P3 project’ demonstrated that direct steam 
generation from a small 100 m2 area of parabolic trough collectors can 
be suitable for industrial applications (Hennecke et al., 2008; Krüger 
et al., 2009). Another solar thermal example is the installation of about 
5,000 m2 of solar collectors in 2008 by the Frito Lay food processing 
company at its plant in Modesto, California, to produce process steam 
and thereby reduce gas consumption and associated CO2 emissions 
(Krüger et al., 2008).

8.3.4 Agriculture, forestry and fi shing (primary 
production)

8.3.4.1 Sector status

In OECD countries, the energy demand of the primary production sector 
is typically around 5% of total consumer energy, while the overall global 
average is 3% (Figure 8.2). Excluding land use change, currently primary 
production accounts for around 15% of total GHG emissions including 
methane and nitrous oxide (IPCC, 2007). Integration of RE into primary 
production systems, either as energy suppliers or end users, has been 
successfully achieved in a myriad of examples at both medium scale 
(such as bioenergy CHP plants and mini-hydro projects) and small scale 
(such as biogas plants and wind-powered water pumps). 

Complex relationships exist between energy inputs and crop yields, sus-
tainable practices (including tillage and fertilizer practices), water use, 
land use change, biodiversity, landscape and recreation, and soil carbon 
balances. Large regional differences occur due to climate, soils and land 
management (IPCC, 2007). 

Low input subsistence farming and fi shing rely mainly on human 
energy and animal power, with traditional biomass also used for dry-
ing and heating applications (Section 2.4.2). Intensive, industrialized 
agriculture, forest and fi sh production depend on signifi cant energy 
inputs, usually from fossil fuels. These are either combusted directly for 
heating, drying and powering boats, tractors and machinery, or used 
indirectly to manufacture fertilizers and agricultural chemicals (Section 
8.3.3), produce and transport purchased animal feed, construct build-
ings and fences and generate electricity for water pumping, lighting, 
cooling and operating fi xed equipment. Typically twice as much energy 
is used directly on-farm compared with the indirect energy inputs 
(Schnepf, 2006), though this varies with the enterprise type. Energy 
effi ciency measures are being implemented and future opportunities 
also exist to reduce fertilizer and agricultural chemical inputs by using 
precision farming application methods (USDA, 2009) and less intensive, 
organic farming systems.

Energy input versus energy output ratios vary with product and system. 
For example, the total energy inputs for growing potatoes can exceed 
the food energy output value of the harvested crop (giving a negative 
ratio as a result) (Haj Seyed Hadi, 2006). Energy ratios depend upon 
the local farm management system, the boundaries used in the energy 
analysis, and other assumptions. Hence a positive energy ratio for pota-
toes has also been reported (Mohammadi et al., 2008).

Primary producers can have a dual role as energy users and as sup-
pliers of RE (Table 8.5).36 Landowners often have ready access to local 
RE resources including wind, biomass, solar radiation, the potential and 
kinetic energy in rivers and streams and biomass. Competition for land 
use to provide food, fi bre, animal feed, energy crops for biofuels, rec-
reation, biodiversity and conservation forests is growing and has come 
under close scrutiny (GMF, 2008; Fritsche et al., 2010). 
 
Land investments have been made by some governments in countries 
other than their own in order to grow and export food such as wheat, 
rice and maize, but also energy crops for biofuels (Von Braun and 
Meizen-Dick, 2009). Possible exploitation of the existing rural communi-
ties has been a concern (WWICS, 2010), but benefi ts can accrue when 
the advantages of RE integration with land use are equitably shared, 
such as for sugar ethanol companies investing in Ghana (Sims, 2008). 
Developing a code of good conduct to share benefi ts, abide by national 
trade policies and respect customary rights of the family farm unit is 
being considered (UN Energy, 2007) as is the sustainable production of 
biomass (Section 2.5).

8.3.4.2 Status and strategies

The integration of RE with land use for primary production is well estab-
lished. For example, wind turbines constructed on pasture and crop 

36 Note that this section covers only on-farm and in-forest production and processing 
activities, including harvest and post-harvest operations up to the farm gate. Food 
and fi bre processing operations are covered in Section 8.3.3.
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lands can provide additional revenue to the landowner since only 2 to 
5% of the total land area is taken out of agricultural production by the 
access roads, turbine foundations and control centre buildings (Section 
7.6.3). Similar opportunities exist for small- and mini-hydropower proj-
ects. Many sites of old water-powered grain mills could be utilized for 
run-of-river micro-hydropower generation schemes (Section 5.3.1). Low-
head turbines have been developed for operating in low-gradient water 
distribution channels to power irrigation pumps (EECA, 2008). Solar PV 
systems have been linked with water pumping and solar thermal sys-
tems have been commonly used for water heating and crop drying. Solar 
sorption technologies for air-conditioning, refrigeration, ice making and 
post-harvest chilling of fresh products remain at the development stage 
(Fan et al., 2007). Geothermal heat has been used for various applica-
tions including heating greenhouses, desiccation of fruit and vegetables, 
heating animal livestock houses, drying timber and heating water for 
fi sh and prawn farming (J. Lund, 2005). 

Biomass resources produced in forests and on farms are commonly 
used to meet local agricultural and rural community heat energy 
demands but developing large-scale projects can be a challenge and 
possible removal of nutrients in the biomass a constraint for some soil 
types (IEA, 2007a). Returning some nutrients to the land as ash after 
combustion is feasible as is the production of biochar via pyrolysis, 
which can then be incorporated into the soil to improve the productiv-
ity as well as reduce atmospheric carbon concentrations if managed 
properly (Section 8.3.4.4). 

Crop or forest residues are either collected and transported as a separate 
operation following the harvest of the primary product (grain or timber) 
or integrated as a harvesting operation of all co-products (Heikkilä et 
al., 2006). Privatization of the electricity industry in some countries has 
enabled sugar, rice and wood processing plant owners to invest in more 
effi cient CHP plants that generate excess power for export (Section 8.3.3) 
and can also reduce local air pollution if the biomass is dry, combusted 
effi ciently and displaces coal (Shanmukharadhya and Sudhakar, 2007). 

Anaerobic digestion of animal manures, fi sh, food and fi bre processing 
wastes, and green crops such as sorghum or maize is a well understood 
technology to produce biogas (Section 2.3.3). Gas storage is costly, so 
supply should be matched with demand where feasible (Section 8.2.3). 
The odourless, digested solid residues can be used for soil conditioning 
and nutrient replenishment. On-farm direct combustion of the biogas 
to supply heat is common practice, or after upgrading to biomethane 
(Section 8.2.3) it can be used in stationary gas engines for CHP or used 
as a transport fuel similar to compressed natural gas (Section 8.3.1). 

8.3.4.3 Pathways for renewable energy integration and 
adoption

Much agricultural and forest land that produces food and fi bre products 
could simultaneously be used for supplying RE, in many cases utilizing 
the heat and electricity on the property to displace the energy inputs 

purchased to run the enterprise (Table 8.5). Biofuels and biogas can also 
be produced on-farm, either for direct use on site (Section 8.2.3) or sold 
to the market. Market drivers for RE power generation on rural land and 
waterways include electrifi cation of rural areas, a more secure energy 
supply and the avoidance of costly transmission line capacity upgrading 
in areas where demand loads are increasing (Section 8.2.1).

To meet the growing demands for primary products including biomass, 
increasing productivity of existing arable, pastoral and plantation forest 
lands by improving management and selecting higher yielding varieties 
is one option. (Changing diets to eat less animal products is another). 
Global average yields of staple crops have continued to increase over 
the past few decades (Figure 8.24). This trend could continue over the 
next few decades, with genetically modifi ed crops possibly having a 
positive infl uence. Conversely, climate change trends including more 
frequent extreme weather events could offset some of the productivity 
gains expected from technological advances (Lobell and Field, 2007). 

The primary production sector is making a slow transition to reducing 
its dependence on energy inputs as well as to better using its natu-
ral endowment of RE sources. Integration of land use for agriculture 
and energy purposes is growing but barriers to greater RE deployment 
in rural areas include high capital costs, lack of available fi nancing, 
remoteness from energy demand (including access to electricity and gas 
grids), competition for land use, transport constraints, water supply limi-
tations and lack of skills and knowledge in landowners and managers.

8.3.4.4 Future trends for renewable energy in agriculture

Distributed energy systems based on small-scale RE technologies (IEA, 
2009b) have good potential in rural areas. The concept could also be 
applied to produce mini-power distribution grids (Section 8.2.1) in 
rural communities in developing countries where electricity services 
are not yet available.

A future opportunity for the agricultural sector is the concept of car-
bon sequestration in the soil as ‘biochar’ (Lehmann, 2007; Woolf et al., 
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Figure 8.24 | Increased global productivity per hectare for a range of staple crops over 
the past few decades compared with average yields in base year 1961 shown at 100 
(based on FAO (2009) data). 



688

Integration of Renewable Energy into Present and Future Energy Systems Chapter 8
Ta

bl
e 

8.
5 

| P
rim

ar
y 

pr
od

uc
tio

n 
fro

m
 in

du
st

ria
l-s

ca
le

 e
nt

er
pr

ise
s 

re
qu

ire
s 

di
re

ct
 e

ne
rg

y 
in

pu
ts

 a
t v

ar
io

us
 le

ve
ls 

of
 e

ne
rg

y 
us

e 
in

te
ns

ity
 (G

J i
np

ut
/u

ni
t o

f p
ro

du
ct

io
n 

or
 G

J/h
a 

of
 la

nd
) t

ha
t c

an
 e

ith
er

 b
e 

pu
rc

ha
se

d 
an

d 
br

ou
gh

t i
n 

ac
ro

ss
 th

e 
fa

rm
 

bo
un

da
ry

 o
r p

ro
du

ce
d 

fro
m

 o
n-

fa
rm

 R
E 

sy
st

em
s 

w
ith

 th
e 

po
te

nt
ia

l t
o 

ex
po

rt 
an

y 
en

er
gy

 c
ar

rie
rs

 b
as

ed
 o

n 
ex

ce
ss

 R
E 

so
ur

ce
s 

as
 a

 re
ve

nu
e 

ea
rn

er
.

Ty
pe

 o
f e

nt
er

pr
is

e
D

ir
ec

t 
en

er
gy

 in
pu

ts
En

er
gy

 u
se

 in
te

ns
it

y
Po

te
nt

ia
l R

E 
ca

rr
ie

rs
En

er
gy

 e
xp

or
t 

po
te

nt
ia

l

Da
iry

in
g

El
ec

tr
ic

ity
 fo

r m
ilk

in
g 

fa
ci

lit
y,

 p
um

pi
ng

 o
f w

at
er

 a
nd

 m
an

ur
e,

 
re

fri
ge

ra
tio

n.
 

Di
es

el
 fo

r t
ra

ct
or

.
Di

es
el

 o
r e

le
ct

ric
ity

 fo
r i

rr
ig

at
io

n.

Hi
gh

.

M
ed

iu
m

.
Hi

gh
 fo

r p
um

pe
d 

irr
ig

at
io

n.

M
an

ur
e 

fo
r b

io
ga

s.
He

at
 fr

om
 m

ilk
 c

oo
lin

g.
So

la
r f

or
 w

at
er

 h
ea

tin
g.

So
la

r P
V 

el
ec

tr
ic

ity
.

Bi
og

as
 fo

r C
HP

 (c
om

bi
ne

d 
he

at
 a

nd
 p

ow
er

). 

So
la

r h
ea

t o
r e

le
ct

ric
ity

 is
 fe

as
ib

le
 o

n 
m

os
t l

an
d 

en
te

rp
ris

es
 li

st
ed

 b
ut

 n
ot

 y
et

 c
os

t-
ef

fe
ct

iv
e.

Pa
st

or
al

 g
ra

zi
ng

 a
ni

m
al

s 
(e

.g
., 

sh
ee

p,
 b

ee
f, 

de
er

, g
oa

t, 
lla

m
a)

.

El
ec

tr
ic

ity
 fo

r s
he

ar
in

g.
Di

es
el

 fo
r f

ar
m

 m
ac

hi
ne

ry
.

Ve
ry

 lo
w

, b
ut

 h
ig

he
r i

f l
an

d 
is

 ir
rig

at
ed

.
Lo

w
 (o

r m
ed

iu
m

 w
he

re
 s

om
e 

pa
st

ur
e 

co
n-

se
rv

ed
).

W
in

d 
po

w
er

 if
 g

oo
d 

hi
ll 

si
te

s.
Hy

dr
op

ow
er

 fr
om

 s
tr

ea
m

s. 
So

la
r s

ys
te

m
s 

on
 b

ui
ld

in
gs

.
G

re
en

 c
ro

ps
 fo

r b
io

ga
s.

W
in

d 
po

w
er

.
Hy

dr
op

ow
er

Bi
og

as
 fo

r C
HP

.

In
te

ns
iv

e 
an

im
al

 p
ro

du
ct

io
n.

El
ec

tr
ic

ity
 fo

r l
ig

ht
in

g,
 c

oo
lin

g,
 w

at
er

 p
um

pi
ng

, c
le

an
in

g.

Di
es

el
 fo

r t
ra

ct
or

. 

Hi
gh

 if
 h

ou
se

d 
in

do
or

s.
M

ed
iu

m
 to

 lo
w

 if
 k

ep
t m

ai
nl

y 
ou

td
oo

rs
.

Hi
gh

 fo
r h

ar
ve

st
in

g 
fe

ed
.

M
an

ur
e 

fo
r b

io
ga

s. 
Co

m
bu

st
io

n 
of

 p
ou

ltr
y 

lit
te

r.

So
la

r s
ys

te
m

s 
on

 b
ui

ld
in

gs
.

Bi
og

as
 fo

r C
HP

. 
Se

ve
ra

l m
ul

ti-
M

W
 p

ow
er

 p
la

nt
s 

op
er

at
in

g 
in

 
U

K 
an

d 
U

SA
.

Ar
ab

le
 (e

.g
., 

w
he

at
, m

ai
ze

, r
ap

e-
se

ed
, p

al
m

 o
il,

 c
ot

to
n,

 s
ug

ar
ca

ne
, 

ric
e,

 e
tc

.) 

Di
es

el
 fu

el
 fo

r t
ra

ct
or

s.
El

ec
tr

ic
ity

 fo
r s

to
ra

ge
 fa

ci
lit

ie
s.

Co
nv

ey
or

 m
ot

or
s, 

irr
ig

at
io

n.
G

as
 o

r L
PG

 fo
r d

ry
in

g.

Ve
ry

 h
ig

h 
fo

r m
ac

hi
ne

ry
.

M
ed

iu
m

 if
 ra

in
-fe

d.
Hi

gh
 if

 c
ro

ps
 ir

rig
at

ed
.

Lo
w

 a
nd

 s
ea

so
na

l.

Cr
op

 re
si

du
es

 fo
r h

ea
t, 

po
w

er
 a

nd
 p

os
si

bl
y 

bi
of

ue
ls.

En
er

gy
 c

ro
ps

.
W

in
d 

an
d 

hy
dr

o 
if 

go
od

 s
ite

s.

Hi
gh

 w
he

re
 e

ne
rg

y 
cr

op
s 

ar
e 

pu
rp

os
e-

gr
ow

n.
W

in
d 

po
w

er
 p

os
si

bl
e 

bu
t c

ro
ps

 g
ro

w
n 

on
 la

nd
 

w
ith

 fe
w

 h
ill

s.

Ve
ge

ta
bl

es
 –

 la
rg

e 
sc

al
e 

(p
ot

at
oe

s, 
on

io
ns

, c
ar

ro
ts

, e
tc

.)
Di

es
el

 fu
el

 fo
r t

ra
ct

or
s.

El
ec

tr
ic

ity
 fo

r g
ra

di
ng

, c
on

ve
yi

ng
, i

rr
ig

at
io

n,
 c

oo
lin

g.
Hi

gh
 fo

r m
ac

hi
ne

ry
.

Hi
gh

 if
 la

nd
 ir

rig
at

ed
 a

nd
 fo

r p
os

t-
ha

rv
es

 c
hi

lle
rs

.
Dr

y 
re

si
du

es
 fo

r c
om

bu
st

io
n.

 
W

et
 re

si
du

es
 fo

r b
io

ga
s.

Li
m

ite
d 

as
 w

ou
ld

 b
e 

m
ai

nl
y 

us
ed

 o
ns

ite
.

M
ar

ke
t g

ar
de

n 
ve

ge
ta

bl
es

 –
 s

m
al

l 
sc

al
e 

(w
id

e 
ra

ng
e)

.
Di

es
el

 fo
r m

ac
hi

ne
ry

.
El

ec
tr

ic
ity

 fo
r w

as
hi

ng
, g

ra
di

ng
.

M
ed

iu
m

.
Lo

w
 fo

r p
os

t-
ha

rv
es

t.
M

ed
iu

m
 fo

r c
oo

l s
to

re
s.

Re
si

du
es

 a
nd

 re
je

ct
s 

fo
r b

io
ga

s 
(b

ut
 to

o 
sm

al
l a

nd
 

se
as

on
al

 a
 re

so
ur

ce
 fo

r e
ve

n 
on

si
te

 u
se

).
Lo

w
.

N
ur

se
ry

 c
ro

pp
in

g
Di

es
el

 fo
r m

ac
hi

ne
ry

.
He

at
 fo

r p
ro

te
ct

ed
 g

re
en

ho
us

es
.

Lo
w

.
M

ed
iu

m
.

So
m

e 
re

si
du

es
 a

nd
 re

je
ct

s 
fo

r c
om

bu
st

io
n.

Lo
w

.

G
re

en
ho

us
e 

cr
op

 p
ro

du
ct

io
n

El
ec

tr
ic

ity
 fo

r v
en

til
at

io
n,

 li
gh

tin
g.

 G
as

, o
il,

 o
r b

io
m

as
s 

fo
r 

he
at

in
g.

Hi
gh

 w
he

re
 h

ea
te

d.
M

ed
iu

m
 if

 u
nh

ea
te

d.
Sm

al
l v

ol
um

es
 o

f r
es

id
ue

s 
an

d 
re

je
ct

s 
fo

r c
om

bu
s-

tio
n.

Lo
w

.

O
rc

ha
rd

 (p
ip

 fr
ui

t, 
ba

na
na

s, 
pi

ne
-

ap
pl

e,
 o

liv
es

, e
tc

.).
Di

es
el

 fo
r m

ac
hi

ne
ry

.
El

ec
tr

ic
ity

 fo
r g

ra
di

ng
, d

rip
 ir

rig
at

io
n,

 c
oo

l s
to

re
s, 

et
c.

M
ed

iu
m

.
M

ed
iu

m
 if

 ir
rig

at
ed

 a
nd

 p
os

t-
ha

rv
es

t s
to

ra
ge

.
Co

m
bu

st
io

n 
of

 p
ru

ni
ng

 re
si

du
e 

fo
r h

ea
t.

Re
je

ct
 fr

ui
t, 

bu
nc

he
s 

an
d 

re
si

du
es

 fo
r b

io
ga

s 
or

 C
HP

.
Lo

w
.

Fo
re

st
 p

la
nt

at
io

ns
 (e

uc
al

yp
tu

s, 
sp

ru
ce

, p
in

e,
 p

al
m

 o
il,

 e
tc

.)
Di

es
el

 fo
r p

la
nt

in
g,

 p
ru

ni
ng

 a
nd

 h
ar

ve
st

in
g.

Lo
w

.
Fo

re
st

 re
si

du
es

.
Sh

or
t r

ot
at

io
n 

fo
re

st
 c

ro
ps

.
Sp

en
t o

il 
pa

lm
 b

un
ch

es
.

Hi
gh

—
la

rg
e 

vo
lu

m
es

 o
f b

io
m

as
s 

fo
r C

HP
, o

r 
po

ss
ib

ly
 fo

r b
io

fu
el

s.

Fi
sh

in
g 

– 
la

rg
e 

tr
aw

le
rs

 o
ffs

ho
re

.
M

ar
in

e 
di

es
el

/fu
el

 o
il.

El
ec

tr
ic

ity
 fo

r r
ef

rig
er

at
io

n.
Hi

gh
.

M
ed

iu
m

.
Re

je
ct

 fi 
sh

 d
um

pe
d 

at
 s

ea
.

N
on

e.

Fi
sh

 fa
rm

 –
 n

ea
r-s

ho
re

 o
r o

ns
ho

re
.

Di
es

el
 fo

r b
oa

ts
.

El
ec

tr
ic

ity
 fo

r r
ef

rig
er

at
io

n.
 

Lo
w

. M
ed

iu
m

 if
 fa

ci
lit

ie
s 

of
fs

ho
re

.
M

ed
iu

m
.

Fi
sh

 w
as

te
s 

fo
r b

io
ga

s 
an

d 
oi

l.
O

ce
an

 e
ne

rg
y.

Lo
w

.
El

ec
tr

ic
ity

 fr
om

 o
ce

an
 e

ne
rg

y 
po

ss
ib

le
 in

 fu
tu

re
.

Fi
sh

in
g 

– 
sm

al
l b

oa
ts

 n
ea

r-s
ho

re
.

Di
es

el
/g

as
ol

in
e.

El
ec

tr
ic

ity
 fo

r i
ce

 o
r r

ef
rig

er
at

io
n.

Lo
w

.
Lo

w
.

Fi
sh

 w
as

te
s 

fo
r b

io
ga

s 
an

d 
oi

l.
Lo

w
.



689

Chapter 8 Integration of Renewable Energy into Present and Future Energy Systems

2010). When produced via gasifi cation or pyrolysis using the controlled 
oxygen combustion of sustainably produced biomass, incorporation of 
the residual char into arable soils is claimed to enhance future plant 
growth and the carbon is removed from the atmosphere (Verheijen et al., 
2010). Biochar properties vary with the biomass feedstock and various 
crops and soil types may respond in different ways in terms of their pro-
ductivity. Further R&D is required to address the net energy and nutrient 
balances for the various types of biochar. 

Case study: Distributed RE generation in a rural community.
The small community of Totara Valley, New Zealand, illustrates how 
local RE resources can be utilized to meet local demands for heat 
and power and provide revenue and social benefi ts. The hydropower 
generation potential, wind speeds and solar radiation levels in the 
vicinity were monitored and a method developed to show seasonal 
and daily variations and match these with electricity demand (Murray, 
2005) (Figure 8.25). An electricity generation and/or a lines distribu-
tion company could have strong business interests in such a scheme by 
becoming a joint venture partner, not only to buy and sell the surplus 

electricity, but also to sell, hire or lease the RE equipment to the land-
owners (Jayamaha, 2003). 

The Totara Valley small-scale demonstration project consists of solar PV, 
solar thermal panels and heat pumps on some of the houses, a biodiesel 
generating set, a 1 kW Pelton micro-hydro turbine, and, on a hill site 
selected for its average wind speeds and proximity to load, a 2.2 kW 
wind turbine. Due to the USD 13,000 cost estimate for installing 1.5 km 
of copper cable to connect the hill site to the community buildings, the 
wind turbine is instead used to power an adjacent electrolyzer (Sudol, 
2009). The hydrogen produced is carried in an underground alkathene 
pipe to a fuel cell housed in the farm buildings. Storage and transfer 
losses in the pipe are only around 1% of total hydrogen production 
(Gardiner et al., 2008). The overall effi ciency of the hydrogen system is 
low but is partly offset by it acting as an energy store for the community 
system. The demonstration has shown that integration of a portfolio of 
RE technologies with existing heat and power supply systems is feasible 
for an agricultural community, but economic assessment of the options 
is recommended on a site-by-site basis.

Figure 8.25 | (a) Average seasonal and daily electricity demand for the Totara Valley community (in kWh consumption per 30 minute periods), and (b) annual and daily wind data, 
showing some matching of wind power supply with evening and winter peak demands (Murray, 2005).
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